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Resumen

Sean G un grupo y R un anillo. El anillo de grupo RG de G con coeficientes en R
es el anillo que contiene a R como subanillo y a G como subgrupo de su grupo de
unidades de tal forma que G es una base de RG como R-módulo y los elementos
de R y de G conmutan. Si K es un cuerpo entonces el anillo de grupo KG se
llama el álgebra de grupo de G con coeficientes en K. El estudio de los anillos de
grupo y de las álgebras de grupo ha sido siempre un tema de mucha importancia
dentro del álgebra abstracta, principalmente porque se ha usado como herramienta
en la teoría de grupos, debido a su conexión con las representaciones de grupos, y
también porque utiliza propiedades propias de la teoría de grupos y de anillos.

De entre todos los anillos de grupo, se muestra un especial interés en el estudio
del anillo de grupo con coeficientes enteros ZG de un grupo finito G, y más
concretamente, en las propiedades aritméticas y algebraicas del grupo de unidades
de ZG, el cual se denota por U(ZG). En este caso también la teoría de números
es de gran utilidad. Todo esto puede verse como un caso particular del estudio del
grupo de unidades de un Z-orden en un álgebra racional semisimple de dimensión
finita. Este tipo de órdenes son conocidos como órdenes clásicos. Un ejemplo
sería el anillo de enteros algebraicos de un cuerpo. En relación a esta línea de
investigación, recomendamos la lectura del trabajo [Kle94].

Varios libros se han publicado sobre el estudio de los anillos de grupo [Pas85,
Pas79]. En concreto, el estudio de U(ZG) cobró mucho importancia después del
trabajo de Higman [Hig40]. Además, los libros [Seh93, JdR16, RT92] recolectan
muchos resultados y técnicas que se utilizan en esta investigación (recomendamos
las recopilaciones de Jespers y Kimmerle [Jes98, Kim13]).

Uno de los principales problemas en el estudio de los anillos de grupo con
coeficientes enteros es el Problema del Isomorfismo, el cual pregunta si el anillo de
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2 Resumen

grupo determina al grupo salvo isomorfismos:

(IP): Dados un anillo R y grupos finitos G y H, ¿RG ' RH implica
G ' H?

De hecho, es fácil encontrar respuestas negativas para (IP) con R = C. Por
ejemplo, si G y H son grupos abelianos finitos entonces CG ' CH si y solo si G y
H tienen el mismo cardinal. Sin embargo, (IP) tiene respuesta positiva con R = Q
y con R = Z si G es un grupo abeliano finito. Esto es consecuencia del Teorema
de Perlis-Walker [PMS02, Teorema 3.5.4].

Una respuesta negativa muy general al (IP) para álgebras de grupo fue propor-
cionada por Dade [Dad71], el cual mostró dos grupos finitos no isomorfos G y H
con FG ' FH para todo cuerpo F . En relación al (IP) para R = Z, Withcomb
obtuvo una respuesta positiva para grupos metabelianos en 1968 [Whi68]. Además,
Roggenkamp y Scott dieron respuestas positivas para grupos nilpotentes en 1987
[RS87]. La primera respuesta negativa al (IP) para R = Z fue anunciada en 1997
por Hertweck [Her01].

Un caso particular del (IP) para el cual todavía no se conoce respuesta negativa
es el llamado Problema del Isomorfismo Modular:

(MIP): Dados p-grupos finitos G y H, y Fp el cuerpo con p elementos,
¿FpG ' FpH implica G ' H?

Este problema ha sido estudiado por muchos autores [Pas65, HS06, San85, Bov98,
NS17] y tiene respuesta positiva para p-grupos de orden como mucho p5, para 2-
grupos de orden como mucho 29 y 3-grupos de orden como mucho 36 (para más
detalles consultar [EK11, Introducción]).

Otro problema relevante consiste en describir los automorfismos de ZG. De
hecho, hay dos subgrupos naturales del grupo de automorfismos de ZG. El primero
de ellos está formado por las extensiones lineales de automorfismos de G, que
denotamos por Aut(G), y el segundo es el grupo de los automorfismos internos de
ZG, el cual es denotado por Inn(ZG). Más aún, denotamos por InnQ ZG al grupo
formado por los automorfismos de ZG que se pueden obtener como restricción a
ZG de un automorfismo interno de QG, o sea dados por la conjugación de unidades
de QG que normalizan ZG. Consideramos Aut(G) incluido en Aut(ZG) por
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extensiones lineales y usando que InnQ(ZG) es un subgrupo normal de Aut(ZG)

deducimos que Aut(G) InnQ(ZG) es un subgrupo de Aut(ZG). De hecho, todo
elemento de Aut(G) InnQ(ZG) preserva aumentos y el Problema del Automorfismo
pregunta precisamente por el recíproco:

(AUT): ¿Todo automorfismo de ZG que preserve aumentos pertenece
a Aut(G) InnQ(ZG)?

Una respuesta negativa para (AUT) fue obtenida por Roggenkamp y Scott [Rog91,
Sco92]. También hay respuestas negativas de Klinger [Kli91] y de Hertweck [Her02].

En los años 1960, Zassenhaus propuso el problema de describir las unidades
de torsión de U(ZG) (es decir, las unidades con orden finito) y más generalmente
el problema de describir los subgrupos finitos de U(ZG). Denotamos por V(ZG)

al grupo de las unidades con aumento uno de ZG (son las llamadas unidades
normalizadas), esto es

V(ZG) =

{∑
g∈G

ugg ∈ U(ZG) :
∑
g∈G

ug = 1

}
.

Entonces V(ZG) es un subgrupo de índice 2 en U(ZG) y de hecho se tiene que
U(ZG) = ±V(ZG). Esta es la razón por la que a la hora de estudiar U(ZG)

es suficiente con estudiar V(ZG) y, en particular, para describir las unidades de
torsión de ZG es suficiente con considerar las unidades normalizadas.

Sea G un grupo finito. Las unidades de torsión más obvias de V(ZG) son
los elementos de G. Si G es abeliano entonces los elementos de G son las úni-
cas unidades de torsión normalizadas, gracias a un resultado de Higman [Seh93,
Proposición 1.4]. Sin embargo, esto no se puede extender a grupos no abelianos
porque los conjugados de los elementos de G son unidades de torsión normalizadas
y normalmente G no es invariante por conjugación. Una manera obvia de producir
unidades de torsión normalizadas de ZG es tomando inversos de los elementos de
G. Por lo tanto, una pregunta natural sería si éstas son todas las unidades de
torsión normalizadas. Hughes y Pearson demostraron en [HP72] que V(ZS3) tiene
dos clases de conjugación de elementos de orden 2 (donde S3 denota el grupo
simétrico en 3 símbolos). Sin embargo, todas las unidades normalizadas de orden
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2 de U(ZG) son conjugadas en QS3. Esto sugiere una modificación del problema,
siendo G un grupo finito, el cual tomó la forma de las siguientes tres conjeturas
conocidas por el nombre de las Conjeturas de Zassenhaus [Zas74] (ver [Seh93,
Section 37] para más detalles):

(ZC1): Todo elemento de torsión de V(ZG) es conjugado de un ele-
mento de G en QG.

(ZC2): Todo subgrupo finito de V(ZG) con el mismo cardinal que G
es conjugado de G en QG.

(ZC3): Todo subgrupo finito de V(ZG) es conjugado de un subgrupo
de G en QG.

Diremos que dos elementos de ZG son conjugados racionales si son conjugados en
las unidades de QG. Por lo tanto, (ZC1) se verifica para ZG si y solo si todo
elemento de torsión de V(ZG) es conjugado racional de un elemento de G.

Claramente (ZC1) y (ZC2) son casos particulares de (ZC3). Además, (ZC2)
está muy relacionada con (IP) y con (AUT). Esto es porque un subgrupo de
unidades de ZG que tenga el mismo cardinal que G es un grupo base de ZG y por
supuesto isomorfismos entre anillos envían grupos base a grupos base. Utilizando
esto se puede demostrar que

(ZC2) ⇐⇒ (IP) + (AUT).

Esto implica que las respuestas negativas para (AUT) dadas por Roggenkamp y
Scott, Klingler y Hertweck, y la respuesta negativa para (IP) también dada por
Hertweck, son todas contraejemplos para (ZC2) (y por lo tanto también para
(ZC3)). Además, las tres conjeturas mencionadas anteriormente se verifican para
clases importantes de grupos. Por ejemplo para grupos nilpotentes [Wei91].

Hoy día, (ZC1) es considerada como un problema muy importante en este área
y su progreso ha dado lugar a técnicas muy profundas. Recopilamos a continuación
varios resultados positivos sobre las Conjeturas de Zassenhaus.

A raíz de los cálculos de Hughes y Pearson, mencionados anteriormente donde
ellos demuestran (ZC1) para S3, varios autores empezaron a estudiar (ZC1) para
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grupos particulares. En 1987, Fernandes demostró (ZC1) para S4 [Fer87], también
fue demostrada para A5 en 1989 por Luthar y Passi [LP89], y para S5 en 1991
por Luthar y Trama [LT91]. Dokuchaev, Juriaans y Polcino Milies demostraron
(ZC1) para SL(2, 5) en 1997 [DJMP97]. En 2008, Hertweck demostró (ZC1) para
A6 [Her08c] y Bovdi y Hertweck la demostraron para extensiones centrales de S5

[BH08].
Roggenkamp y Scott demostraron el primer resultado importante sobre la

Conjetura de Zassenhaus para clases más grandes de grupos. Ellos demostraron
(ZC2) para grupos nilpotentes en 1987 [RS87]. Además, Weiss demostró (ZC3)
para p-grupos [Wei88] y más tarde también para grupos nilpotentes [Wei91].

El estudio de (ZC1) para grupos metacíclicos recibió mucha atención desde
1980 y fue demostrada para varios casos particulares [MRSW87, LB83, LS98,
LT90, PMRS86, PMS84, SW86, dRS06]. La demostración general para esta clase
de grupos fue conseguida por Hertweck en 2008 [Her08b]. De hecho, Hertweck
demostró (ZC1) para grupos de la forma G = AB con A un subgrupo normal
cíclico de G y B un subgrupo abeliano de G. Este resultado ha sido extendido
en [CMdR13] para grupos cíclico-por-abeliano. Además, (ZC1) ha sido verificada
para varios grupos no resolubles [BKM18, KK17].

En contraste con los resultados mencionados anteriormente para los cuales se
demuestra (ZC1) para grandes clases de grupos resolubles, al comienzo de este
trabajo (ZC1) no se había demostrado para ninguna familia infinita de grupos no
resolubles. De hecho, (ZC1) había sido demostrada solo para 13 grupos simples
(ver [BM17b]).

Recopilando todos los resultados conocidos hasta ahora, (ZC1) ha sido verifi-
cada para todos los grupos de orden como mucho 144 [BHK+17, BHK04, HK06].
La mejor herramienta para demostrar (ZC1) para estos grupos ha sido el llamado
Método HeLP, el cual podría ser resumido como sigue (para más detalles ver
Sección 1.4): Sea G un grupo finito y sea u un elemento de orden n en V(ZG).
Para un elemento g ∈ G, usaremos la notación εg(u) para referirnos a la suma
de todos los coeficientes de u con respecto a la clase de conjugación de g. A esta
suma se la conoce como el aumento parcial de u con respecto a g. La relevancia
de los aumentos parciales para el estudio de (ZC1) viene dada por un resultado
de Marciniak, Ritter, Sehgal y Weiss, los cuales demostraron que u es conjugada
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racional de un elemento de G si y solo si todos los aumentos parciales de las
potencias de u son no negativos. La idea básica del Método HeLP consiste en
producir restricciones sobre los posibles aumentos parciales de las potencias de u
utilizando la siguiente fórmula para todo carácter χ de G y todo entero `:

1

n

∑
g∈T

∑
d|n

εg(u
d) TrQ(ζdn)/Q(χ(g)ζ−`dn ),

donde T denota un conjunto de representantes de las clases de conjugación de G y
ζn denota una raíz n-ésima compleja primitiva de la unidad. Este método ha sido
implimentado en GAP [GAP16] por Bächle y Margolis [BM15].

Durante la elaboración de esta tesis, un contraejemplo metabeliano para (ZC1)
fue anunciado por Eisele y Margolis [EM17]. En vista de este contraejemplo,
versiones más débiles (también podríamos decir sustitutas) de (ZC1) han adquirido
relevancia en esta línea de investigación (ver recopilación en [MdR17]). Men-
cionamos a continuación algunas de ellas.

Recordamos que el espectro de un grupo G es el conjunto de los órdenes de
sus elementos de torsión. El grafo primo de G es el grupo no dirigido Γ(G) que
tiene como vértices aquellos primos p para los cuales hay un elemento de orden p
en G y dos vértices p y q están conectados siempre que haya un elemento de orden
pq en G. Claramente, si (ZC1) se verifica para G entonces G y V(ZG) tienen el
mismo espectro y si G y V(ZG) tienen el mismo espectro entonces también tienen
el mismo grafo. Esto dio lugar a los siguientes problemas: El primero de ellos es
conocido como el Problema del Espectro (ver [Seh93, Problem 8]) y el segundo de
ellos es la Pregunta del Grafo Primo (ver [Ari07, Problem 21]):

(SP): Dado un grupo finito G, ¿tienen G y V(ZG) el mismo espectro?

(PQ): Dado un grupo finito G, ¿tienen G y V(ZG) el mismo grafo
primo?

Se conocen respuestas positivas para (SP) y (PQ) para clases de grupos más
grandes que para los que se ha demostrado (ZC1). Por ejemplo, (SP) se verifica
para todos los grupos resolubles [Her08a]. Además, (PQ) se verifica para muchos
grupos simples esporádicos [BKL11] y para algunas series infinitas de grupos casi
simples [BM17a].
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Hay un teorema de reducción del (PQ) demostrado por Kimmerle y Konovalov
en [KK17, Teorema 2.1], el cual afirma que (PQ) tiene una respuesta positiva para
G siempre que éste sea el caso para todos sus imágenes casi simples (recordamos
que un grupo A es casi simple si hay un grupo simple no abeliano que verifica
Inn(S) ≤ A ≤ Aut(S)).

Otro problema de relevancia ha sido propuesto en [Ari07, Pregunta 22] y es
conocido como el Problema de Kimmerle:

(KP): Dado un elemento de torsión u en V(ZG), ¿hay un grupo finito
H que contenga a G como subgrupo tal que u es conjugado en QH de
un elemento de G?

El siguiente problema fue estudiado por Bovdi [Bov87, p. 26] y es conocido como el
Problema de Bovdi, mientras que su generalización es conocida como el Problema
de Bovdi Generalizado (ver [Seh93, Problema 44]). Para enunciar ambos problemas
necesitamos introducir algo de notación. Para un elemento u ∈ V(ZG) y un entero
positivo m, denotamos por εG[m](u) a la suma de los coeficientes de u con respecto
a todos los elementos de G que tengan orden m.

(BP): Sea u un elemento de V(ZG) con orden pn y p un número primo.
¿Se tiene que εG[pk](u) = 0 para todo k 6= n y εG[pn](u) = 1?

(Gen-BP): Sea u un elemento de V(ZG) con orden n. ¿Se tiene que
εG[m](u) = 0 para todo m 6= n?

En [MdR17] se demuestra que (KP) y (Gen-BP) son equivalentes. De hecho, en lo
referido a (KP) es de interés el construir H suficientemente pequeño de tal forma
que se verifique (ZC1).

Resumimos en el siguiente diagrama las relaciones lógicas entre los problemas
mencionados anteriormente (ver [MdR17, Proposición 2.1]):

(ZC1) =⇒ (KP) ⇐⇒ (Gen-BP) =⇒ (SP) =⇒ (PQ).

Describimos a continuación los resultados de la tesis. Nuestro primer logro
consiste en mostrar las limitaciones del Método HeLP en el estudio de (ZC1)
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para grupos proyectivos especiales lineales. Más concretamente, por resultados de
Hertweck [Her07] y Margolis [Mar16] es conocido que si G = PSL(2, q) con q = pf

y p un número primo, y u un elemento de V(ZG) con orden n, entonces u es
conjugado racional de un elemento de G en los siguientes casos:

• n es potencia de un primo no divisible por p.

• f ≤ 2 y n es divisible por p.

• n = 6 y gcd(6, p) = 1.

Estos resultados han sido todos obtenidos usando el Método HeLP. De hecho,
Hertweck expresó que "quizás se pueda esperar más cuando la versión p-modular
del Método de Luthar-Passi se use más rigurosamente" para demostrar (ZC1)
para PSL(2, q) [Her07]. Desafortunadamente, éste no es el caso como nuestro
primer resultado muestra (ver Teorema 3.2.1). En este resultado calculamos cómo
de lejos podemos llegar después de aplicar el Método HeLP para unidades en
ZPSL(2, q) con orden 2t con q potencia de un primo impar y t un número primo
que sea coprimo con 2q. Por otro lado, como segundo logro hemos conseguido
demostrar que toda unidad de torsión de ZPSL(2, q) con orden coprimo con 2q

es conjugada racional de un elemento de PSL(2, q) (ver Teorema 3.3.1). Para ello
hemos introducido una variación del Método HeLP que se adapta mucho mejor a los
caracteres del grupo PSL(2, q) dado que el Método HeLP clásico hubiera implicado
muchas distinciones de casos. Ésta es la razón por la que podríamos considerar
esta nueva versión del método como un atajo adaptado para el estudio de (ZC1)
para PSL(2, q). Como consecuencia de este resultado hemos conseguido demostrar
(ZC1) para PSL(2, p) con p un primo de Fermat o de Mersenne (ver Teorema 3.3.2).
Este resultado aumenta el número de grupos simples no-abelianos para los cuales
se verifica (ZC1) de 13 hasta al menos 62 grupos. Además, utilizando la misma
técnica mencionada anteriormente, hemos obtenido algunos avances sobre (ZC1)
para grupos especiales lineales. Más concretamente, hemos demostrado como
tercer logro que toda unidad de torsión de Z SL(2, q) con orden coprimo con q

es conjugada racional de un elemento de SL(2, q) (ver Teorema 4.2.2). Como
consecuencia de este resultado, hemos conseguido demostrar (ZC1) para SL(2, pf )
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con p un número primo y f ≤ 2 (ver Teorema 4.2.1). Ésta es la primera familia
infinita de grupos no resolubles para los cuales se ha demostrado (ZC1).

Otra importante contribución de esta tesis ha sido la respuesta positiva del
(KP) en el caso en que G tenga un subgrupo normal de Hall que sea producto
directo de subgrupos de Sylow, con complemento abeliano (ver Teorema 5.1.2).
Aquí G se encuentra incluido dentro de un producto directo adecuado de grupos
Sylow-por-abelianos para los cuales (ZC1) se cumple (ver Corolario 5.1.3). Esto
demuestra (KP), en particular, para los contraejemplos de (ZC1) construidos por
Eisele y Margolis en [EM17] y muestra que la propiedad (ZC1) no es cerrada para
subgrupos. En contraste con esto, (KP) sí es cerrada para subgrupos. Además,
demostramos que (KP) se verifica cuando G es un grupo con una torre de Sylow
(ver Teorema 5.1.6). En particular también se tiene para la clase de los grupos
superresolubles.

Nos centramos a continuación en el estudio de (ZC1) para productos directos.
Más concretamente, consideramos el siguiente problema:

Problema: Sean G y H dos grupos finitos. Supongamos que (ZC1)
se verifica para G y para H. ¿(ZC1) se verifica para G×H?

Muy poco es conocido sobre este problema. Si H es un 2-grupo abeliano elemental
entonces este problema tiene respuesta afirmativa, la cual fue obtenida por Höfert
y Kimmerle [HK06]. Además, Hertweck demostró que (ZC1) se verifica para G×H
siempre que H sea un grupo nilpotente y G sea un grupo finito arbitrario para
el que se verifica (ZC1) y cuyo orden es coprimo con el orden de H [Her08a,
Proposición 8.1].

Otra importante contribución de esta tesis es la demostración de (ZC1) para el
producto directo de un grupo de Frobenius finito con complementos metacíclicos,
y de un grupo abeliano finito (ver Proposición 5.2.5). Además, demostramos que
(KP) tiene respuesta positiva para el producto directo de un grupo de Frobenius
con un grupo abeliano finito (ver Teorema 6.2.7).

La situación en la cual tenemos grupos de la forma G × A donde (ZC1) se
verifica para G y A es un grupo abeliano finito, da lugar naturalmente al problema
de considerar el análogo de (ZC1) para anillos de grupo OG donde O es un anillo
de enteros algebraicos (ver Problema 6.1.2 y Proposición 6.1.1). En la Sección 6.1
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extendemos el clásico Método HeLP para anillos de grupo OG. Utilizando este
nuevo método, hemos estudiado (ZC1) para el producto directo G × A donde
G es un grupo de orden a lo sumo 95 y A es un grupo abeliano finito (ver
Proposición 6.1.9) y hemos conseguido demostrar que (KP) tiene una respuesta
positiva para estos grupos (ver Teorema 6.2.8).



Introduction

Given a group G and a ring R, the group ring RG of G with coefficients in R is
the ring which contains R as a subring and G as a subgroup of its group of units
in such a way that G is a basis of RG as R-module and the elements of R and G
commute. If K is a field then the group ring KG is called the group algebra of G
with coefficients in K. The study of group rings and group algebras has always
been an important point of interest in abstract algebra because it is used as a
tool in group theory, due to its connection with group representations, and also
because it uses properties coming from group theory itself and ring theory.

Of special interest is the integral group ring ZG of a finite group G, and more
precisely, the arithmetic and algebraic properties of the group of units of ZG,
which is denoted by U(ZG). In this case also properties coming from number
theory could be very useful. This could be seen as a particular case of the study
of the unit group of a Z-order in a semisimple rational algebra of finite dimension.
This type of orders are known as classical orders. One example would be the ring
of algebraic integers of a field. For this line of research we recommend the work
[Kle94].

Several books have been published studying just group rings [Pas85, Pas79].
The study of U(ZG) found much attention after Higman’s work [Hig40]. The
books [Seh93, JdR16, RT92] collect many results and techniques of this subject
(see also the surveys of Jespers and Kimmerle [Jes98, Kim13]).

One of the main questions on the study of integral group rings is the Isomor-
phism Problem, which asks whether the group ring determines the group up to
isomorphism:

(IP): For a ring R and finite groups G and H, does RG ' RH imply
G ' H?

11



12 Introduction

In fact, negative solutions for (IP) with R = C are easy to find. For example, if G
and H are finite abelian groups then CG ' CH if and only if G and H have the
same cardinality. However, (IP) has a positive solution with R = Q and R = Z if
G is finite abelian. This is a consequence of the Perlis-Walker Theorem [PMS02,
Theorem 3.5.4].

A very general negative solution of (IP) for group algebras was provided by
Dade [Dad71] who showed two non isomorphic finite groups G and H with FG '
FH for every field F . Concerning (IP) for the case where R = Z, Withcomb
proved that (IP) has a positive solution for metabelian groups in 1968 [Whi68].
Roggenkamp and Scott also proved that (IP) has a positive solution for nilpotent
groups in 1987 [RS87]. The first negative solution for (IP) for the case R = Z was
announced in 1997 by Hertweck [Her01].

A particular case of (IP) for which no negative solution is known is the so called
Modular Isomorphism Problem:

(MIP):GivenG andH finite p-groups and Fp the field with p elements,
does FpG ' FpH imply G ' H?

This problem has been studied for many authors [Pas65, HS06, San85, Bov98,
NS17] and it has an affirmative answer for p-groups of order at most p5, for 2-groups
of order at most 29 and for 3-groups of order at most 36 (see [EK11, Introduction]
for more details).

Another relevant question consists in describing the automorphisms of ZG.
Actually, there are two natural subgroups of the group of automorphisms of ZG.
The first one is formed by the linear extensions of automorphism of G, denoted
by Aut(G), and the second one is the group of inner automorphism of ZG which
is denoted by Inn(ZG). Moreover, denote by InnQ(ZG) the group formed by the
automorphism of ZG which could be obtained as a restriction to ZG of an inner
automorphism of QG, i.e. they are given by conjugation of units which normalize
ZG. Considering Aut(G) embedded in Aut(ZG) by linear extensions and using
that InnQ(ZG) is a normal subgroup of Aut(ZG) we deduce that Aut(G) InnQ(ZG)

is a subgroup of Aut(ZG). In fact, every element of Aut(G) InnQ(ZG) preserves
augmentation and the Automorphism Problem asks for the converse:
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(AUT): Does every augmentation preserving automorphism of ZG
belong to Aut(G) InnQ(ZG)?

A metabelian negative solution for (AUT) was obtained by Roggenkamp and Scott
[Rog91, Sco92]. Other negative solutions are due to Klinger [Kli91] and Hertweck
[Her02].

In the 1960s, Zassenhaus raised the problem of describing the torsion units
of U(ZG) (i.e. units with finite order) and more generally of how are the finite
subgroups of U(ZG). Let V(ZG) denote the set of units of augmentation one of
ZG (so called normalized units), that is

V(ZG) =

{∑
g∈G

ugg ∈ U(ZG) :
∑
g∈G

ug = 1

}
.

Then V(ZG) is a subgroup of index 2 of U(ZG) and actually U(ZG) = ±V(ZG).
This is the ultimate reason why in order to study U(ZG) it is enough to consider
V(ZG) and, in particular, to describe the torsion units of ZG we only regard the
normalized units.

Assume that G is a finite group. The most obvious torsion elements of V(ZG)

are the elements of G. If G is abelian then these are the only normalized torsion
units, by a result of Higman [Seh93, Proposition 1.4]. This cannot be extended
to non-abelian groups because the conjugates of the elements of G are, of course,
normalized torsion units and usually G is not invariant under conjugation. An
obvious way to produce normalized torsion units of ZG is by taking conjugates
of the elements of G. Therefore, a natural question is whether these are all the
normalized torsion units. Hughes and Pearson showed in [HP72] that V(ZS3) has
two conjugacy classes of elements of order 2 (here S3 denotes the symmetric group
on 3 symbols). However all normalized units of order 2 of U(ZS3) are conjugate
in QS3. This suggested a modification of the problem, for G a finite group, which
took the form of the following three conjectures known as Zassenhaus Conjectures
[Zas74] (see [Seh93, Section 37] for more details):

(ZC1): Every torsion element of V(ZG) is conjugate to an element of
G in QG.
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(ZC2): Every finite subgroup of V(ZG) with the same cardinality as
G is conjugate to G in QG.

(ZC3): Every finite subgroup of V(ZG) is conjugate to a subgroup of
G in QG.

We say that two elements of ZG are rationally conjugate if they are conjugate in
the units of QG. Thus, (ZC1) holds for ZG if and only if every torsion element of
V(ZG) is rationally conjugate to an element of G.

Clearly (ZC1) and (ZC2) are particular cases of (ZC3). Moreover (ZC2) is
strongly linked to (IP) and (AUT). This is because a subgroup of units of ZG
having the same cardinality than G is a group basis of ZG and of course isomor-
phisms between rings map group basis to group basis. Using this it can be shown
that

(ZC2) ⇐⇒ (IP) + (AUT).

This implies that the negative solutions for (AUT) by Roggenkamp and Scott,
Klingler and Hertweck and the negative solution for (IP) by the last author are all
counterexamples for (ZC2) (and hence for (ZC3)). Moreover, all three conjectures
stated above are true for important classes of groups, e.g. for nilpotent groups by
a result of Weiss [Wei91].

Nowadays, (ZC1) is considered as an important question in this area and its
progress has developed deep techniques. We now collect some positive results on
the Zassenhaus Conjectures.

After the calculations of Hughes and Pearson mentioned above where they
proved (ZC1) for S3, several authors started studying (ZC1) for particular groups.
In 1987, Fernandes proved (ZC1) for S4 [Fer87], it was also verified for A5 in
1989 by Luthar and Passi [LP89], and for S5 in 1991 by Luthar and Trama
[LT91]. Dokuchaev, Juriaans and Polcino Milies proved (ZC1) for SL(2, 5) in
1997 [DJMP97]. In 2008, Hertweck proved (ZC1) for A6 [Her08c] and Bovdi and
Hertweck proved it for central extensions of S5 [BH08].

Roggenkamp and Scott proved the first important result on the Zassenhaus
Conjecture for large classes of groups. Namely, they proved (ZC2) for nilpotent
groups in 1987 [RS87]. Moreover, Weiss proved (ZC3) for p-groups [Wei88] and
later also for nilpotent groups [Wei91].
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The study of (ZC1) for metacyclic groups received much attention since 1980
and it was proved in some particular cases [MRSW87, LB83, LS98, LT90, PMRS86,
PMS84, SW86, dRS06]. It was finally proved for this class of groups by Hertweck
in 2008 [Her08b]. Actually Hertweck proved (ZC1) for groups of the form G = AB

with A a normal cyclic subgroup of G and B an abelian subgroup of G. This result
has been extended in [CMdR13] for cyclic-by-abelian groups. Furthermore, (ZC1)
has been established as well for several non-solvable groups [BKM18, KK17].

In contrast with the results mentioned above which prove (ZC1) for large classes
of solvable groups, at the starting point of this work (ZC1) was not proved for any
infinite family of non-solvable groups. Special attention have received the simple
groups. In fact, (ZC1) had been proved only for 13 simple groups (see [BM17b]).

Collecting all the results known at the moment, (ZC1) has been verified for
all groups whose order is at most 144 [BHK+17, BHK04, HK06]. The best tool
used in proving (ZC1) for these groups is the so called HeLP Method which can be
summarized as follows (for more details see Section 1.4): Let G be a finite group
and let u be an element of order n in V(ZG). For an element g ∈ G, denote by
εg(u) the sum of all the coefficients of u with respect to the conjugacy class of g.
This sum is called the partial augmentation of u at g. The relevance of partial
augmentations on the study of (ZC1) comes from a result of Marciniak, Ritter,
Sehgal and Weiss, who proved that u is rationally conjugate to an element of G if
and only if all but one of the partial augmentations of the powers of u vanish. The
basic idea of the HeLP Method is to produce restrictions on the possible partial
augmentations of the powers of u using the following formula for every character
χ of G and every integer `

1

n

∑
g∈T

∑
d|n

εg(u
d) TrQ(ζdn)/Q(χ(g)ζ−`dn ),

where T denotes a set of representatives of the conjugacy classes of G and ζn

denotes a complex primitive n-th root of unity. This method has been implemented
in GAP [GAP16] by Bächle and Margolis [BM15].

During the preparation of this thesis, a metabelian counterexample for (ZC1)
was announced by Eisele and Margolis [EM17]. In view of this counterexample,
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weaker versions (you may also say substitutes) of (ZC1) are gaining relevance in
this line of research (see [MdR17] for a recent overview). We mention here some
of them.

Recall that the spectrum of a group G is the set of orders of its torsion elements.
The prime graph of G is the undirected graph Γ(G) having as vertices those primes
p for which there exists an element of order p in G and two vertices p and q are
connected whenever there is an element of order pq in G. Clearly, if (ZC1) holds
for G then G and V(ZG) have the same spectrum and if G and V(ZG) have the
same spectrum then they have the same graph. This yields the following problems.
The first one is the Spectrum Problem (see [Seh93, Problem 8]) and the second one
is the Prime Graph Question (see [Ari07, Problem 21]):

(SP): Given a finite group G, do G and V(ZG) have the same spec-
trum?

(PQ): Given a finite group G, do G and V(ZG) have the same prime
graph?

There are positive answers for (SP) and (PQ) for much wider classes than the
Zassenhaus Conjectures. For example, (SP) holds for all solvable groups [Her08a].
Moreover, (PQ) holds for many sporadic simple groups [BKL11] and for some
infinite series of almost simple groups [BM17a].

There is a reduction theorem for (PQ) proved by Kimmerle and Konovalov
in [KK17, Theorem 2.1] which states that (PQ) has an affirmative answer for G
provided this is the case for all its almost simple images (recall that a group A is
almost simple if there is a non-abelian simple group S satisfying Inn(S) ≤ A ≤
Aut(S)).

Another relevant problem has been posed in [Ari07, Question 22] and it is
known as the Kimmerle Problem:

(KP): Given a torsion element u in V(ZG), is there a finite group H
containing G as subgroup such that u is conjugate in QH to an element
of G?

The following problem was stated by Bovdi [Bov87, p. 26] and it is known as the
Bovdi Problem, whereas its generalization is called the General Bovdi Problem (see
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[Seh93, Problem 44]). To state both problems we need to introduce some notation.
For an element u ∈ V(ZG) and a positive integer m we denote by εG[m](u) the
sum of the coefficients of u at all elements of order m of G.

(BP): Let u be an element of V(ZG) of prime power order pn. Is
εG[pk](u) = 0 for every k 6= n and εG[pn](u) = 1?

(Gen-BP): Let u be an element of V(ZG) of order n. Is εG[m](u) = 0

for all m 6= n?

In [MdR17] it is shown that (KP) and (Gen-BP) are equivalent. Certainly, con-
cerning (KP) it is of interest to construct H sufficiently small and satisfying (ZC1).

We collect in the following diagram the logical connections of the previous
problems (see [MdR17, Proposition 2.1]):

(ZC1) =⇒ (KP) ⇐⇒ (Gen-BP) =⇒ (SP) =⇒ (PQ).

We now describe the achievements of this thesis. Our first achievement consists
in showing the limitations of the HeLP Method on the study of (ZC1) for projective
special linear groups. More precisely, by results of Hertweck [Her07] and Margolis
[Mar16] it is known that if G = PSL(2, q) with q = pf and p a prime integer, and
u is an element of V(ZG) of order n, then u is rationally conjugate to an element
of G in the following cases:

• n is a prime power not divisible by p.

• f ≤ 2 and n is divisible by p.

• n = 6 and gcd(6, p) = 1.

These results have been all obtained using the HeLP Method. Actually, Hertweck
expressed that "perhaps more can be expected when the p-modular version of the
Luthar-Passi Method is used more rigorously" to prove (ZC1) for PSL(2, q) [Her07].
Unfortunately, this is not the case as our first result shows (see Theorem 3.2.1). It
calculates how far one can go by applying the HeLPMethod for units in ZPSL(2, q)

of order 2t with q an odd prime power and t a prime integer coprime with 2q.
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On the other hand, as a second achievement we prove that every torsion unit
in ZPSL(2, q) of order coprime with 2q is rationally conjugate to an element of
PSL(2, q) (see Theorem 3.3.1). For that we have introduced a new variation of
the HeLP Method which is more suitable for the characters of PSL(2, q) as the
plain HeLP Method would involve to many case distinctions. That’s why this new
version should be seen as an adapted shortcut for studying (ZC1) for PSL(2, q).
As a consequence of this result we prove (ZC1) for PSL(2, p) with p a Fermat or
Mersenne prime (see Theorem 3.3.2). This result increases the number of non-
abelian simple groups for which (ZC1) is known from thirteen to at least sixty-
two groups. Moreover, using the same new technique explained above, we have
obtained some advances on (ZC1) for special linear groups. Namely, we have
proved as a third achievement that every torsion unit in Z SL(2, q) of order coprime
with q is rationally conjugate to an element of SL(2, q) (see Theorem 4.2.2). As a
consequence of this result, we also prove (ZC1) for SL(2, pf ) with p a prime integer
and f ≤ 2 (see Theorem 4.2.1). This is the first infinite family of non-solvable
groups for which (ZC1) has been proved.

As another contribution to this thesis, we give a positive answer to (KP)
in the case when G has a normal Hall subgroup formed by the direct products
of Sylow subgroups, with abelian complement (see Theorem 5.1.2). Here G is
embedded into a suitable direct product of Sylow-by-abelian groups for which
(ZC1) is valid (see Corollary 5.1.3). This proves, in particular, a positive answer
for (KP) for the counterexamples to (ZC1) constructed by Eisele and Margolis
in [EM17] and shows that the property (ZC1) is not closed under subgroups. In
contrast, (KP) is inherited by subgroups. Moreover we show that (KP) holds when
G is a Sylow tower group (see Theorem 5.1.6), so in particular it holds for the class
of supersolvable groups.

We now turn our attention to the study of (ZC1) for direct products. Namely,

Problem: Let G and H be finite groups. Assume that (ZC1) holds
for G and H. Does (ZC1) hold for G×H ?

Very little is known about this problem. If H is an elementary abelian 2-group this
was answered affirmatively by Höfert and Kimmerle [HK06]. Moreover, Hertweck
proved that (ZC1) holds for G×H provided H is nilpotent and G is an arbitrary
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finite group for which (ZC1) holds and whose order is coprime to the order of H
[Her08a, Proposition 8.1].

Another important contribution of this thesis is the proof of (ZC1) for the direct
product of a Frobenius group with metacyclic complements and a finite abelian
group (see Proposition 5.2.5). Moreover, we prove that (KP) holds for the direct
product of a Frobenius group with any abelian finite group (see Theorem 6.2.7).

The case of groups of the form G×A where (ZC1) holds for G and A is a finite
abelian group leads naturally to the problem of considering the analogue of (ZC1)
for group rings OG where O is a ring of algebraic integers (see Problem 6.1.2
and Proposition 6.1.1). In Section 6.1 we extend the classical HeLP Method to
group rings OG. Using this new method we study (ZC1) for the direct product
G × A where G is a group with order at most 95 and A is any abelian finite
group (see Proposition 6.1.9) and we prove that (KP) holds for these groups (see
Theorem 6.2.8).

We now explain the organization of the contents of this thesis. Chapter 1 is
reserved to the preliminaries where we include the necessary definitions and recall
some known facts. In Chapter 2 we prove some technical general results which
will be used in the remaining chapters. In Chapter 3 and Chapter 4 we study
(ZC1) for the groups PSL(2, q) and SL(2, q), respectively, with q a prime power.
In Chapter 5 we study (ZC1) and (KP) for direct products. Finally in Chapter 6
we extend the HeLP Method to ring of algebraic integers in order to study (ZC1)
and (KP) for the direct product of an abelian finite group with a group which is
either a finite Frobenius group or its order is at most 95.
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CHAPTER 1

Preliminaries

The necessary background is collected in this chapter. We also establish the
notation, and introduce the basic concepts which will be used throughout this
thesis. All material presented here is classical. Most of the results will be needed
in the subsequences chapters, and the other are included to illustrate the chapter.
Although not all proofs are included, we give references where they can be found.

We start fixing some general notation. The cardinality of a set X is denoted
by |X|. As usual, ϕ denotes the Euler’s totient function and µ denotes the Möbius
function. For m an integer, p a prime (positive) integer and q a prime power, let

vp(m) = maximum non-negative integer k such that pk divides m;

ζm = complex primitive m-th root of unity;

Φm(X) = m-th cyclotomic polynomial, i.e. the minimal

polynomial of ζm over Q;

Z≥0 = the set of non-negative integers;

Zp = p-adic integers;

Fq = the field with q elements;

P (m) = number of prime divisors of m.

21



22 Chapter 1. Preliminaries

1.1 Groups

In this section we establish the group theoretical notation which we are using
throughout. The concepts and results presented in this section are taken mainly
from [Rob82].

If G is a group, X and Y are non-empty subsets of G, and g, h, g1, . . . , gn ∈ G
then let

Z(G) = center of G;

G′ = commutator subgroup of G;

exp(G) = exponent of G;

Z(G) = subring of Q formed by the fractions n/m with gcd(m, |G|) = 1;

|g| = order of g;

gh = h−1gh, conjugate of g by h;

(g, h) = g−1h−1gh, commutator of g and h;

gG = conjugacy class of g in G;

Xg = {g−1xg : x ∈ X};

〈X〉 = subgroup generated by X;

〈g1, . . . , gn〉 = subgroup generated by {g1, . . . , gn};

CG(X) = {g ∈ G : (x, g) = 1 for every x ∈ X}, centralizer of X in G;

NG(X) = {g ∈ G : Xg ⊆ X}, normalizer of X in G.

Recall that the exponent of G is the smallest positive integer m such that gm = 1

for every g ∈ G, in case such positive integer exists. Otherwise we set exp(G) =∞.
For g and h elements of G, we will write g ∼G h to express that g and h are

conjugate. In case the group G is clear for the context, we will just write g ∼ h.
We will use the notation H ≤ G to denote that H is a subgroup of G. In that

case, i.e. if H ≤ G, then we will also use the notation H E G (respectively H /G)
to denote that H is a normal subgroup (respectively proper normal subgroup) of
G.

We will use the notation G =
Q

N
to indicate that G has a normal subgroup
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N such that G/N ' Q.
Let p be a prime integer and g an element of finite order in G. Then g is called

a torsion element. Moreover, g can be written in a unique way as g = gpgp′ where
|gp| is a power of p and |gp′| is coprime with p. We call gp the p-part of g and gp′
the p′-part of g.

Definition 1.1.1. Let G be a finite group and let π be a non-empty set of primes.

(i) A positive integer m is called a π-number if each prime factor of m belongs
to π, and a π′-number if no prime factor of m belongs to π.

(ii) An element of G is called a π-element or π-singular if its order is a π-number,
and it is called a π′-element or π-regular if its order is a π′-number.

(iii) G is called a π-group if every element of G is a π-element.

(iv) A π-subgroup H of G is called a Hall π-subgroup if [G : H] is a π′-number.

When we have π = {p} in the previous definition, we will say p-elements,
p-groups, p′-elements and p′-groups.

If G is a finite nilpotent group then its Sylow p-subgroups are unique (see
[Rob82, 5.2.4]). In case G is a finite group having a unique Sylow p-subgroup, this
will be denoted by Gp. In particular, this applies to each nilpotent group. If G
has a unique Hall p′-subgroup then it will be denoted by Gp′ . Moreover, Oπ(G)

(respectivelyOπ′(G)) denotes the unique maximal normal π-subgroup (respectively
π′-subgroup) of G. Its existence and uniqueness follows from [Rob82, 9.1.1].

Theorem 1.1.2 (P. Hall). [Rob82, 9.1.7] Let π be a non-empty set of primes.
If G is a finite solvable group then every π-subgroup of G is contained in a Hall
π-subgroup of G. Moreover, all Hall π-subgroups of G are conjugate.

On the other hand, we use the following constructions of groups:

G×H = direct product of the groups G and H;

Gon H = semidirect product of H acting on G with kernel of order n;
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Some groups that we encounter in this thesis are:

Cn = cyclic group of order n;

Sn = symmetric group on n symbols;

An = alternating group on n symbols;

Q4n = quaternion group of order 4n;

SL(n, q) = {a ∈Mn(Fq) : det(a) = 1}, as multiplicative group;

PSL(n, q) = SL(n, q)/Z(SL(n, q)).

Definition 1.1.3. Let G be a finite group.

(i) A Sylow tower in G is a normal series 1 = P0 ⊆ P1 ⊆ · · · ⊆ Pr = G

satisfying that for every prime p | |G| there is a unique k such that Pk/Pk−1

is of order a power of p. G is called a Sylow tower group if it has a Sylow
tower.

(ii) The Fitting subgroup of G is the unique largest normal nilpotent subgroup of
G and it is denoted by F (G).

(iii) G is called a Frobenius group if it has a subgroup H < G such that H∩Hg = 1

for every g ∈ G \H, where Hg = {g−1hg : h ∈ H}. In this situation, H is
called the Frobenius complement of G.

(iv) G is called a Z-group if all its Sylow subgroups are cyclic.

(v) G is called a Camina group if G 6= G′ and gG′ = gG for all g ∈ G \G′.

(vi) G is called a supersolvable group if there is a series of normal subgroups of
G with cyclic factors.

(vii) G is called a metacyclic group if there is a normal subgroup N of G such
that both N and G/N are cyclic.

(viii) G is called a metabelian group if there is a normal subgroup A of G such
that both A and G/A are abelian.
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If G is a Frobenius group with Frobenius complement H then, by Frobenius
famous theorem, there is a normal subgroup N of G such that G = HN and
H ∩N = 1. In this situation N is called the Frobenius kernel of G.

We finish this section given the structure of Frobenius complements

Theorem 1.1.4. [Pas68, §18] Let C be a finite Frobenius complement. Denote by
F = F(C) the Fitting subgroup of C. Then the following statements hold:

(1) If the Sylow 2-subgroup of C is cyclic then C is a Z-group.

(2a) If F2 is cyclic then C is metabelian.

(2b) If F2
∼= Q8 then either

C =
C2

SL(2, 3)×M
or C = SL(2, 3)×M or C = Q8 ×M ,

whereM is a metacyclic Z-group of odd order coprime to the order of SL(2, 3)

and Q8 respectively.

(2c) If F2
∼= Q2n with n ≥ 4 then

C ∼= F2 ×M,

where M is a metacyclic Z-group of odd order and the Sylow 2-subgroup of
C is isomorphic to Q2n.

(3) If C is non-solvable then

C =
C2

SL(2, 5)×M
or C = SL(2, 5)×M ,

whereM is a metacyclic Z-group of odd order coprime to the order of SL(2, 5).

1.2 Group rings

In this section we recall the notion of group ring. It will be the main algebraic
structure in this work. The concepts collected in this section are mostly from



26 Chapter 1. Preliminaries

[Seh93, PMS02].

Definition 1.2.1. Let G be a group and let R be a ring. The group ring of G over
R, is the ring RG of all formal linear combinations of the form∑

g∈G

agg,

where ag ∈ R and ag = 0 for almost all g ∈ G. By definition∑
g∈G

agg =
∑
g∈G

bgg if and only if ag = bg for every g ∈ G,

the sum is defined component-wise∑
g∈G

agg +
∑
g∈G

bgg =
∑
g∈G

(ag + bg) g,

and the multiplication is given by(∑
g∈G

agg

)
·

(∑
g∈G

bgg

)
=
∑
g∈G

(∑
uv=g

aubv

)
g.

The identity of RG is the element 1R1G, where 1R and 1G are the identities of the
ring R and of the group G, respectively. We will denote 1R1G by 1, as usual. In
case R is a field then RG is called the group algebra of G over R.

One can regard G and R as subsets of RG through the maps g 7→ 1R · g for
g ∈ G, and a 7→ a · 1G for a ∈ R, respectively. By these identifications, R is a
subring of RG and hence RG has a structure of (R,R)-bimodule. Moreover G is
a basis of RG over R both as left and right module, and ag = ga for every g ∈ G
and a ∈ R.

Definition 1.2.2. The homomorphism ε : RG→ R given by

ε

(∑
g∈G

agg

)
=
∑
g∈G

ag
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is called the augmentation map of RG and its kernel

∆R(G) =

{∑
g∈G

agg ∈ RG :
∑
g∈G

ag = 0

}

is called the augmentation ideal of RG.

One can show that the set {g − 1 : g ∈ G, g 6= 1} is a basis of ∆R(G) over R
both as left and right module. Thus

∆R(G) =
⊕

g∈G\{1}

R(g − 1).

The following theorem provides the necessary and sufficient conditions on R

and G for the group ring RG to be semisimple (see [PMS02, Theorem 3.4.7]).

Theorem 1.2.3 (Maschke Theorem). The group ring RG is semisimple if and
only if R is a semisimple ring, G is finite and the order of G is a unit in R.

In particular, if G is a finite group and F is a field, then FG is semisimple if
and only if the characteristic of F does not divide the order of G. In that case, by
the Wedderburn-Artin Theorem one gets that FG '

∑r
i=1Mni(Di), where Di is a

division F -algebra.
In this thesis the group of units of ZG, for a finite group G, will be the main

ingredient.
For a ring R we denote by U(R) the group of units of R, i.e. the group of

invertible elements of R. As mentioned before, in this thesis we will focus on
the study of U(ZG). The easiest example of units in ZG are the elements of the
form ±g with g ∈ G. They are called trivial units. As the augmentation map
ε : ZG → Z is a ring homomorphism, if u ∈ U(ZG) then ε(u) = ±1. This
implies that U(ZG)) = ±V(ZG), where V(ZG) consists of all units of ZG with
augmentation one (they are called normalized units). For any ring R, we will also
use the notation V(RG) to denote the units of RG with augmentation one.

The group of units of ZG has been a subject of interest for a long time.
However, it turns out that to obtain a complete description of U(ZG) in terms
of generators has become a very difficult problem. By a much more general result
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of Borel and Harish Chandra proved in [BHC62], it follows that U(ZG) is finitely
generated. Unfortunately, a finite set of generators is not known in general. On
the other hand Hartley and Pickel proved in [HP80] that U(ZG) contains a free
subgroup of rank 2 provided that G is neither abelian nor isomorphic to Cn

2 ×Q8.
This explains the difficulty of studying U(ZG) in the majority of the cases.

As a consequence of a result of Higman [Hig40], it is known that if G is non-
abelian then all central torsion units of U(ZG) are trivial. This yields to the natural
problem of describing all non-central torsion units of U(ZG). An approach would
be the so-called Zassenhaus Conjectures which intend to characterize this kind
of units and also the finite subgroups of U(ZG) up to rational conjugacy. See
the Introduction for a more general discussion on the Zassenhaus Conjectures and
other problems on torsion units of ZG.

We now explain some results on torsion units of V(ZG) and explain the relation
between (ZC1) and partial augmentations.

Let G be a finite group. If α is an element of a group ring of G and αg denotes
the coefficient of an element g of G, then the partial augmentation of α at g is

εg(α) =
∑
h∈gG

αh.

For a positive integer m, we denote by εG[m](α) the sum of the coefficients of α at
all elements of order m of G, i.e.

εG[m](α) =
∑
g∈G
|g|=m

αg.

Clearly, εG[m](α) is just the sum over all partial augmentations of α at conjugacy
classes containing elements of order m. This notion will be of special interest in
Chapter 5.

The relevance of partial augmentations for the study of (ZC1) is provided by a
result of Marciniak, Ritter, Sehgal and Weiss stated in Theorem 1.2.6. We include
a proof of this result for completeness.

The following theorem collects known results about torsion units in V(ZG)

which will be used throughout.
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Theorem 1.2.4. Let G be a finite group and let u be an element of order n in
V(ZG). Then the following conditions hold:

1. [JdR16, Proposition 1.5.1] (Berman-Higman Theorem) If g ∈ Z(G) and
u 6= g then εg(u) = 0.

2. [Seh93, 7.3] n divides the exponent of G.

3. [Her07, Theorem 2.3] If εg(u) 6= 0 then |g| divides |u|.

4. [Her08a, Proposition 2.1] If N is a normal p-subgroup of G and u maps
under the map ZG→ ZG/N to 1, then u is a p-element.

The following result can be found in [Seh93, Lemma 37.5].

Lemma 1.2.5. Let K ≥ k be infinite fields and let G be a finite group. Suppose
that H1 and H2 are finite subgroups of units in kG. Then H1 and H2 are conjugate
in KG if and only if they are conjugate in kG.

For the proof of the following result we need to introduce first the following
notation. For a commutative ring R and an R-algebra, we denote by [A,A] the
additive subgroup of A generated by the Lie products [a, b] = ab−ba. If A = Mn(F )

with F a field, then [A,A] is a vectorial subspace of Mn(F ) and it is formed by
the matrices over F whose trace is 0.

Theorem 1.2.6. [MRSW87, Theorem 2.5] Let G be a finite group and let u be an
element of order n in V(ZG). Then the following statements are equivalent:

1. u is rationally conjugate to an element of G.

2. εg(ud) ≥ 0 for all g ∈ G and all divisors d of n.

Proof. Suppose that (1) holds. Then there are g0 ∈ G and α ∈ U(QG) such that
u = α−1g0α. Then [αg0, α

−1] = αg0α
−1 − α−1αg0 = u − g0. This implies that

u − g0 = [αg0, α
−1] ∈ [QG,QG] ∩ ZG = [ZG,ZG] and hence εg(u − g0) = 0 for

every g ∈ G. Thus (2) follows.
Suppose that (2) holds. Then there is g0 ∈ G such that ud and gd0 have the same

partial augmentations for every d | n. As the multiplicity of each complex root of
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unity of order dividing n as an eigenvalue of ρ(u), for any complex representation
ρ of G, could be express in terms of the partial augmentations of ud (see [LP89] or
(1.1) for more details), it follows that the images of u and g0 by all the complex
representations of G have the same eigenvalues with the same multiplicities. Hence
u and g0 are conjugate in CG and also in QG by Lemma 1.2.5.

As (KP) has a positive answer for a finite group G if and only if (Gen-BP)
have a positive answer for G [MdR17], we have the analogous of Theorem 1.2.6 for
(KP):

Theorem 1.2.7. Let G be a finite group. Then the following conditions are
equivalent:

1. (KP) has a positive answer for G.

2. For every torsion element u of V(ZG) we have that εG[m](u) = 0 for every
integer m different to the order of u.

1.3 Representations and characters

Representation Theory and Character Theory provide powerful tools for studying
finite groups. The purpose of this section is to revise the needed background about
these topics. Our sources have been [CR81, Isa76, Ser78].

Let F be a field with characteristic p ≥ 0 and let A be an F -algebra. An
F -representation of A is an homomorphism of F -algebras A→Mn(F ) where n is
a positive integer called the degree of the representation. Two F -representations
ρ and ρ′ of A are equivalent if they have the same degree, say n, and there is
U ∈ GLn(F ) such that Uρ(a) = ρ′(a)U for every a ∈ A.

There is a one to one correspondence between isomorphic classes of left A-
modules of finite dimension over F and equivalent classes of F -representations of
A. More precisely, associated to a left A-module M of finite dimension over F
there is an F -algebra homomorphism ρ : A → EndF (M) given by ρ(a) = ρa,
where ρa(m) = am for every a ∈ A and m ∈ M . For every F -base B of M and
every a ∈ A, let ρB(a) denote the matrix expression of ρa with respect to the
basis B. Then ρB is a representation of A of degree dimF (M) and it is called the
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representation of A with respect to the basis B. The map M → ρB induces the
desired one to one correspondence.

Let G be a group. An F -representation of G is a group homomorphism ρ :

G→ GLn(F ), where n is a positive integer called the degree of the representation.
Two F -representations of G, ρ and ρ′ are equivalent if they have the same degree,
say n, and there is U ∈ GLn(F ) such that Uρ(g) = ρ′(g)U for every g ∈ G.

An F -representation ρ of G of degree n can be extended uniquely to an homo-
morphism of F -algebras ρ̄ : FG → Mn(F ). Moreover, if ρ′ is another representa-
tion of G then ρ and ρ′ are equivalent if and only if ρ̄ and ρ̄ ′ are equivalent. Thus,
we deduce that an F -representation of G and a representation of FG define the
same mathematical notion. We will identify equivalent classes of F -representations
of G with isomorphic classes of FG-modules of finite dimension over F .

Suppose now that G is a finite group and let ρ be a representation of G of
degree n. We define the character of G afforded by ρ as the map χ : G→ F given
by χ(g) = tr(ρ(g)), where tr(ρ(g)) denotes the trace of the matrix ρ(g). As ρ is
an homomorphism, it is clear that χ(1G) = n and that χ(gh) = χ(hg) for every
g, h ∈ G.

An F -character of G is, by definition, the character of G afforded by a F -
representation of G. In terms of FG-modules, if M is an FG-module then the
character afforded by M is the character afforded by a representation with respect
to any basis. Therefore, the character χ afforded by ρ is the same as the character
of the FG-module M afforded by ρ.

An F -representation of G afforded by a simple FG-module is called an ir-
reducible representation of G. Moreover, if χ is the character afforded by an
irreducible F -representation of G then χ is called an irreducible character of G. If
ρ is a C-representation of G then ρ is called a complex representation (or ordinary
representation) of G. In the same way, if χ is the character afforded by a complex
representation of G, then χ is called a complex character (or ordinary character)
of G.

It is well known that if F is an algebraic closed field of characteristic p coprime
with |G|, then the number of irreducible F -representations of G, up to isomor-
phism, coincides with the number of conjugacy classes of p-regular elements of G.
Suppose that this number is k and that F = C. Let {1 = g1, g2, . . . , gk} be a set of
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representatives of the conjugacy classes ofG and let Irr(G) = {1G = χ1, χ2, . . . , χk}
be the set of all irreducible characters of G, where 1G is the trivial character. We
define the character table of G as the square matrix (χi(gj))1≤i,j≤k.

We now introduce the Brauer characters.
Let G be a finite group and let p be a prime integer. Write exp(G) = pkm

with p - m. Fix a field F of characteristic p containing a primitive m-th root of
unity ξ. Let ρ be an F -representation of G of degree n. For each p-regular element
g ∈ Gp′ , all the eigenvalues of ρ(g) are m-th roots of unity in F , and hence ρ(g)

is conjugate to diag(ξi1 , ξi2 , . . . , ξin) for some integers i1, i2, . . . , in. Then the F -
character Ψ afforded by ρ satisfies Ψ(g) = ξi1 + ξi2 + · · · + ξin . Therefore, the
p-Brauer character of G is the map χ : Gp′ → C given by χ(g) = ζ i1 + ζ i2 · · ·+ ζ in ,
where ζ denotes a complex primitive m-th root of unity. It follows from the
definition that χ(1Gp′ ) = n and that χ is constant on the conjugacy classes of Gp′

(i.e. it is a class function on Gp′).
Let {E1, . . . , El} be a set of representatives of the isomorphic conjugacy classes

of simples FG-modules. Then we define IBr(G) = {χE1 , . . . , χEl} to be the set of
all irreducible Brauer characters of G. Let {x1, x2, . . . , xl} be a set of represen-
tatives of the conjugacy classes of Gp′ . Then | IBr(G)| = l. Let {Ψ1, . . . ,Ψh} be
the ordinary irreducible K-characters of G and let {χ1, . . . , χl} be the irreducible
K-Brauer characters of G module p. We define the Brauer character table of
G module p as the square matrix (χi(xj))1≤i,j≤l. Moreover, it is known that
the restriction of each Ψi to Gp′ could be expressed as a linear combination
with non-negative integral coefficients of the irreducible K-Brauer characters of
G module p [Ser78, Section 15.2]. The coefficients of these linear combinations
could be saved into a matrix which is called the decomposition matrix of G relative
to p. We denote this matrix by D = (dij). We define the Cartan matrix as
the matrix C = DtD. It is known that C is symmetric and positive defined
[Ser78, Chapter 15]. Therefore, if u is a p-regular torsion element then for every
i = 1, . . . , h we have Ψi(u) =

∑l
j=1 dijχj(u). In this situation we define the p-

modular constituents of the character Ψi as the Brauer characters {χj}j for which
dij 6= 0.

We finish this section quoting the following result on Brauer characters which
will be used in the remainder of this thesis.
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Theorem 1.3.1. [Her07, Theorem 3.2] Let G be a finite group and let u be an
element of V(ZG) of order n. Let p be a prime not dividing n and let χ be a
p-Brauer character of G. Then, with g1, ..., gk representatives of the p-regular
conjugacy classes of G, we have

χ(u) =
k∑
i=1

εgi(u)χ(gi).

1.4 The HeLP Method

In this section we explain the HeLP Method which will be very useful in the
following chapters.

Recall that for a positive integer n we always use ζn to denote a complex
primitive n-th root of unity. If F/K is an extension of number fields then TrF/K :

F → K denotes the trace map, i.e. Tr(a) is the sum of the images of a by the
K-homomorphisms of F in C.

LetG be a finite group and let ρ be a representation ofG affording the character
χ. Let u be a torsion unit in CG. If z ∈ C then the multiplicity of z as an eigenvalue
of ρ(u) only depends on the character χ and it is denoted by µ(z, u, χ).

The following theorem states the main ingredient of the HeLP Method.

Theorem 1.4.1. [LP89, Her07] Let G be a finite group and let u be an element
of order n in V(ZG). Let F be a field of characteristic t ≥ 0 with t - n. Let ρ be
an F -representation of G. If t 6= 0 then let ξn be a primitive n-th root of unity in
F , so that if t = 0 then ξn = ζn. Let T be a set of representatives of the conjugacy
classes of t-regular elements of G (all the conjugacy classes if t = 0). Let χ denote
the character afforded by ρ if t = 0, and the t-Brauer character of G afforded by ρ
if t > 0 (using a group isomorphism associating ξn to ζn). Then for every integer
`, the multiplicity of ξ`n as eigenvalue of ρ(u) is

µ(ξ`n, u, χ) =
1

n

∑
x∈T

∑
d|n

εx(u
d) TrQ(ζdn)/Q(χ(x)ζ−`dn ). (1.1)

Observe that the right side of (1.1) makes sense because if εx(ud) 6= 0 then
x
n
d = 1, by Theorem 1.2.4.(3), and hence χ(x) ∈ Q(ζdn).
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We will often use the notation
∑

xG to simplify the sum
∑

x∈T where T is a set
of representatives of the conjugacy classes of G.

Let n be a positive integer. A distribution of virtual partial augmentations of
order n for G is a list Υ = (Υd)d|n, indexed by the divisors of n, where each Υd is
a class function of G taking values on Z, and the following conditions hold:

(V1)
∑

xG Υd(x) = 1;

(V2) if d 6= n then Υd(1) = 0;

(V3) if n
d
is not multiple of |x| then Υd(x) = 0;

(V4) if χ is either an ordinary character of G or a Brauer character of G modulo
a prime not dividing n and l ∈ Z then

1

n

∑
xG

∑
d|n

Υd(x) TrQ(ζdn)/Q(χ(x)ζ−ldn )

is a positive integer which we denote by µ(ζ ln,Υ, χ).

As for (1.1), the right side of the previous formula makes sense because, by (V3), if
Υd(x) 6= 0 then the order of x divides n

d
and hence x is p-regular and χ(x) ∈ Q(ζdn).

Let

VPAn(G) = {Distributions of virtual partial augmentations of order n for G}.

For example, by Theorem 1.2.4.(1), Theorem 1.2.4.(3) and (1.1), each element u of
order n in V(ZG) defines a distribution of virtual partial augmentations of order
n for G by the following formula:

Υd(g) = εg(u
d) for d | n and g ∈ G.

This is called the distribution of partial augmentations of u. Let PAn(G) denote
the set formed by the distributions of partial augmentations of elements of order n
in V(ZG) and TPAn(G) denotes the set of distributions of partial augmentations
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of trivial units. So we have

TPAn(G) ⊆ PAn(G) ⊆ VPAn(G).

Calculating TPAn(G) is very easy:

TPAn(G) =
{

(Υd)d|n : there is g ∈ G with Υd(h) = 1 if h ∈ (gd)G

and Υd(h) = 0 otherwise}

=
{

(Υd)d|n : Υd(g) ≥ 0 for every d | n and g ∈ G
}
.

Moreover, if VPAn(G) = TPAn(G) then all elements of V(ZG) of order n are
rationally conjugate to elements of G by Theorem 1.2.6. Unfortunately, calculating
PAn(G) is usually difficult. The HeLP Method consists in calculating VPAn(G).
In case VPAn(G) = TPAn(G) then all elements of V(ZG) of order n are rationally
conjugate to elements of G and if this holds for all the possible orders n, then
(ZC1) holds for G. The HeLP Method fails to verify (ZC1) when VPAn(G) 6=
TPAn(G) for some n. Nevertheless, each element of VPAn(G)\TPAn(G) provides
relevant information of a possible counterexample to (ZC1). Indeed, it determines
a conjugacy class in the normalized units of QG formed by elements with integral
partial augmentations. Actually, using the representation theory of QG one can
find a concrete representative of this class. With this information at hand, to prove
(ZC1) one should prove that none of these conjugacy classes contains an element
with integral coefficients and to disprove it one should find an element in this class
with integral coefficients.

The HeLP Method was introduced by Luthar and Passi in [LP89] for ordinary
characters to prove (ZC1) for A5. Its name was coined by Konovalov based on the
authors’ names who developed the method: HertweckLutharPassi.

We will often argue by induction on n (respectively, on the order of the torsion
unit u ∈ V(ZG)) and because of this we will assume that VPAd(G) = TPAd(G)

for every proper divisor d of n (respectively, that ud is rationally conjugate to an
element of G for every d dividing of the order of u and d 6= 1). This will simplify
our arguments reducing the summands in (V4) (respectively, in (1.1)).

Actually, the HeLP Method is not applied exactly as explained above. Observe
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that the bulk of the HeLP Method is (1.1) and hence the only genuine HeLP
conditions are (V1) and (V4). However, in practice one uses all the available
information which one has at hand. This new information will be included in
the HeLP Method making it into a dynamic method (in the sense explained in
[MdR17]). For example, we use (V2) by the Berman-Higman Theorem. Observe
that the equivalent condition of (V3) for units is Theorem 1.2.4.(3) which was
proved in 2007 [Her07] and the plain HeLP Method was used for the first time
in 1989 [LP89]. On the other hand, in some particular cases one can use even
more information. For example, if G is a solvable group then the only non-zero
partial augmentations of a torsion unit u in V(ZG) are those at conjugacy classes
of elements with the same order as u [Her08a].

We finish this section collecting other results which could be included in the
HeLP Method in some particular cases and which will be very useful in the
following chapters.

In several papers Hertweck considered the behavior of torsion units of integral
group rings mapping to the identity under the map ZG → ZG/N , where N

is a normal p-subgroup of G. His main results are the following (see [Her13,
Theorem B], [Mar17] for a proof, [Her08b, Lemma 2.2], and [Her06, Theorem 5.6]
respectively):

Theorem 1.4.2. Let N be a normal p-subgroup of a finite group G. Then any
torsion unit in ZG which maps to the identity under the natural map ZG→ ZG/N
is conjugate to an element of N by a unit in ZpG.

Proposition 1.4.3. Let G be a finite group and p a prime integer. Let R be a
p-adic ring and u a torsion unit of RG with augmentation one. Suppose that the p-
part of u is conjugate to an element x of G in the units of RG and g is an element
of G such that the p-parts of x and g are not conjugate in G. Then εg(u) = 0.

Theorem 1.4.4. Suppose that the finite group G has a normal Sylow p-subgroup
with abelian complement. Then any torsion unit of the group ring Z(G)G is ratio-
nally conjugate to a trivial unit.

For the case of finite Frobenius groups, we also have the following information
which could be added to the HeLP Method:



1.4. The HeLP Method 37

Theorem 1.4.5. [Her12] Let G be a finite Frobenius group with Frobenius kernel
N . Then any torsion unit in Z(G)G which maps to the identity under the natural
ring homomorphism Z(G)G→ Z(G)G/N is conjugate to an element of G by a unit
in Z(G)G.

Theorem 1.4.6. [JPM00, Theorem 2.1] Let G be a finite Frobenius group with
Frobenius kernel N and a Frobenius complement C. If u is a torsion element of
V(ZG) then the order of u divides either |N | or |C|.
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CHAPTER 2

Preliminary general results

In this chapter we prove several general results which we use through this the-
sis. The results of Section 2.1 appeared in [dRS17] and those of Section 2.2 in
[MdRS17]. In Section 2.3 we recall the representation theory of SL(2, q) and
PSL(2, q), collect some properties of these groups and state known results on
torsion units. The results of this section appeared in [dRS17].

2.1 General results for virtual partial augmentations

In this section we collect some technical general results that will be used in the
next chapter.

The following well known formula, for k and d integers with k > 0, will be used
in several situations:

k−1∑
i=0

ζ−idk =

0, if k - d;

k, otherwise.
(2.1)

In the remainder of the section G is a finite group, n is a positive integer and
Υ ∈ VPAn(G) (see the definition of VPAn(G) in page 34). If m divides n then we
define

Υ
n
m = ((Υ

n
m )d)d|m with (Υ

n
m )d(g) = Υd n

m
(g) for g ∈ G.

Observe that if Υ is the distribution of partial augmentations of an element u in
V(ZG) of order n then Υ

n
m is the distribution of partial augmentations of u

n
m .

39
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Moreover,
if Υ ∈ VPAn(G) and m | n then Υ

n
m ∈ VPAm(G). (2.2)

Indeed, that Υ
n
m satisfies (V1), (V2) and (V3) is elementary and (V4) follows from

the following lemma.

Lemma 2.1.1. Let G be a finite group. Let n and m be positive integers with
m | n, let l ∈ Z and let Υ ∈ VPAn(G). Let χ be either an ordinary character of G
or a Brauer character of G module a prime not dividing n. Then

µ(ζ lm,Υ
n
m , χ) =

∑
ξ,ξ

n
m=ζlm

µ(ξ,Υ, χ).

Proof. Let k = n
m

and fix ξ0 ∈ C with ξk0 = ζ lm. Then ξk = ζ lm if and only if
(ξξ−1

0 )k = 1 if and only if ξ = ξ0ζ
i
k for some i ∈ {0, 1, . . . , k − 1}. Then

∑
ξ,ξk=ζlm

µ(ξ,Υ, χ) =
1

n

∑
xG

∑
d|n

Υd(x) TrQ(ζdn)/Q

(
χ(x)ξ−d0

k−1∑
i=0

ζ−idk

)

=
1

m

∑
xG

∑
d|n,k|d

Υd(x) TrQ(ζdn)/Q(χ(x)ξ−d0 ),

where the last equality is a consequence of (2.1). Furthermore {d : d | n, k | d} =

{kd1 : d1 | m} and ζkn has order m. Thus

∑
ξ,ξk=ζlm

µ(ξ,Υ, χ) =
1

m

∑
xG

∑
d1|m

(Υ
n
m )d1(x) TrQ(ζ

d1
m )/Q(χ(x)ζ−ld1

m ) = µ(ζ lm,Υ
n
m , χ).

Proposition 2.1.2. Let G be a finite group and let n be a positive integer. If
VPAn(G) 6= ∅ then every prime divisor of n divides |G|.

Proof. Let p be a prime not dividing |G| and let Υ ∈ VPAp(G). By (V2) and (V3),
Υ1(g) = 0 for every g ∈ G and this is in contradiction with (V1). This shows that
if p does not divides the order of G then VPAp(G) = ∅. Now, if Υ ∈ VPAn(G),
with p a prime divisor of n then Υ

n
p ∈ VPAp(G) by (2.2), and hence p divides the

order of G, by the previous sentence.
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Let χ be either an ordinary character of G or a Brauer character of G module
a prime p not dividing n and let m be a divisor of n. Let

µ−m(Υ, χ) =
1

n

∑
xG

∑
d∈Xn,m

Υd(x) TrQ(ζdn)/Q(χ(x)),

where Xn,m = {d | n : m | d}. By (V4), for every l ∈ Z, we have

0 ≤ µ(ζ lm,Υ, χ) = µ−m(Υ, χ) +
1

n

∑
xG

∑
d|n

d/∈Xn,m

Υd(x) TrQ(ζdn)/Q(χ(x)ζ−dlm ).

Combining this with (2.1) we obtain

0 ≤ µ(1,Υ, χ) = µ−m(Υ, χ) +
1

n

∑
xG

∑
d|n

d/∈Xn,m

Υd(x) TrQ(ζdn)/Q(χ(x))

= µ−m(Υ, χ)− 1

n

m−1∑
l=1

∑
xG

∑
d|n

d/∈Xn,m

Υd(x) TrQ(ζdn)/Q(χ(x)ζ−dlm ) ≤ mµ−m(Υ, χ).

We record this for future use:

0 ≤ µ(1,Υ, χ) ≤ mµ−m(Υ, χ). (2.3)

2.2 Number theoretical results

In this section we prove two number theoretical results which are essential for the
remaining chapters of this thesis. They appeared in [MdRS17] and they might
also have interest on themselves. Our first proof of Proposition 2.2.2 below was
too long. We include a proof which was given to us by Hendrik Lenstra. We are
very thankful to him for his simple and nice proof.

Lemma 2.2.1. If n, m and p are positive integers with p a prime then Φnpm(ζn) ∈
p Z[ζn].

Proof. We argue by induction on vp(n). Suppose first that p - n and let S denote
the set of primitive pm-th roots of unity. Then ζnξ is a root of Φnpm(X) for every
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ξ ∈ S and hence
∏

ξ∈S(X − ζnξ) divides Φnpm(X) in Z[ζn][X]. Therefore

Φnpm(ζn) ∈
∏
ξ∈S

(ζn − ζnξ) Z[ζn] =
∏
ξ∈S

(1− ξ) Z[ζn] = Φpm(1) Z[ζn] = p Z[ζn].

Suppose that p | n and assume that the lemma holds with n replaced by n
p
. Then

Φnpm−1(ζpn) = Φn
p
pm(ζpn) ∈ p Z[ζpn] ⊆ p Z[ζn]. As Φnpm(X) = Φnpm−1(Xp) and ζpn is

a primitive n
p
-th root of unity, we have Φnpm(ζn) = Φnpm−1(ζpn) ∈ p Z[ζn].

Proposition 2.2.2. Let n be a positive integer. Let A0, A1, . . . , An−1 be integers
and for every positive integer i set

ωi =
n−1∑
j=0

Ajζ
ij
n .

Let d be a divisor of n such that ω d
q

= 0 for every prime power q dividing d with
q 6= 1. Then ωd ∈ d Z[ζn].

Proof. Let k = n
d
and consider the polynomial f(X) =

∑n−1
j=0 AjX

j. We can take
ζk = ζdn, so that ωd = f(ζk). By hypothesis, for every prime p and every positive
integer m with pm dividing d we have f(ζkpm) = 0, or equivalently Φkpm(X) divides
f(X) in Z[X]. Thus

∏
p|d
∏vp(d)

m=1 Φkpm(X) divides f(X) in Z[X]. Therefore

ωd = f(ζk) ∈
∏
p|d

vp(d)∏
m=1

Φkpm(ζk) Z[ζk].

By Lemma 2.2.1, each Φkpm(ζk) Z[ζk] ⊆ p Z[ζk] ⊆ p Z[ζn]. As d =
∏

p|d
∏vp(d)

m=1 p we
deduce that ωd ∈ d Z[ζn], as desired.

For a positive integer n and a subfield F of Q(ζn), let ΓF denote a set of
representatives of equivalence classes of the following equivalence relation defined
on Z:

x ∼ y if and only if ζxn and ζyn are conjugate in Q(ζn) over F.

Corollary 2.2.3. Let n be a positive integer, let F be a subfield of Q(ζn) and let
R be the ring of integers of F . For every x ∈ ΓF let Bx be an integer and for every
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integer i define
ωi =

∑
x∈ΓF

Bx TrQ(ζn)/F (ζ ixn ).

Let d be a divisor of n such that ω d
q

= 0 for every prime power q dividing d with
q 6= 1. Then ωd ∈ d R.

Proof. Apply Proposition 2.2.2 to the integers Ax = Bx with x denoting the class
in ΓF containing x.

In the remainder of this section we reserve the letter p to denote positive prime
integers. We now introduce some notation for a positive integer n which will be
fixed throughout. First we set

n′ =
∏
p|n

p and np = pvp(n).

If moreover x ∈ Z then we set

(x : n) = representative of the class of x modulo n in the interval
(
−n

2
,
n

2

]
;

|x : n| = the absolute value of (x : n) ;

γn(x) =
∏
p|n

|x:np|<
np
2p

p and γ̄n(x) =
∏
p|n

|x:np|≤
np
2p

p =

2γn(x), if |x : n2| = n2

4
;

γn(x), otherwise.

The following lemma collects two elementary arithmetic properties of these
objects whose proofs are direct consequences of the definitions.

Lemma 2.2.4. Let p be a prime dividing n and let x, y ∈ Z. Then the following
conditions hold:

1. If p | γ̄n(x) then
(
x : np

p

)
≡ x mod np.

2. Let d | n′ such that x ≡ y mod n
d
. If d divides both γ̄n(x) and γ̄n(y) then

x ≡ y mod n.

For integers x and y we define the following equivalence relation on Z:

x ∼n y ⇔ x ≡ ±y mod n.
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We denote by Γn a set of representatives of these equivalence classes. Without loss
of generality one may assume that Γn = ΓQ(ζn+ζ−1

n ).
If x, y and n are integers with n > 0 then let

δ(n)
x,y =

1, if x ∼n y;

0, otherwise;
and κ(n)

x =

2, if x ≡ 0 mod n or x ≡ n
2

mod n;

1, otherwise.

For an integer x (or x ∈ Γn) we set

α(n)
x = ζxn + ζ−xn .

Moreover, Q(α
(n)
1 ) is the maximal real subfield of Q(ζn) and Z[α

(n)
1 ] is the ring of

integers of Q(α
(n)
1 ). If n 6= n2 then let p0 denote the smallest odd prime dividing

n. Let

Bn =

{
x ∈ Z/nZ : for every p | n, either |x : np| >

np
2p

or

p = 2, n 6= n2, |x : n2| =
n2

4
, np0 - x and (x : n2) · (x : np0) > 0

}
and

Bn =

{α
(n)
b : b ∈ Bn}, if n 6= n2;

{1} ∪ {α(n)
b : b ∈ Bn}, otherwise.

For b ∈ Bn and x ∈ Z let

β
(n)
b,x =

−1, if n 6= n2, |x : n2| = n2

4
and (x : n2) · (b : np0) < 0;

1, otherwise.

In the following proposition we prove that Bn is a Q-basis of Q[α
(n)
1 ]. For

x ∈ Q[α
(n)
1 ] and b ∈ Bn, we use

Cb(x) = coefficient of α(n)
b in the expression of x in the basis Bn.

Proposition 2.2.5. Let n be a positive integer. Then

1. Bn is a Z-basis of Z[α
(n)
1 ].
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2. If b ∈ Bn and i ∈ Z then Cb(α
(n)
i ) = κ

(n)
i · µ(γ(i)) · β(n)

b,i · δ
(n/γ̄(i))
b,i .

Proof. We only prove the proposition in the case n 6= n2, as the proof in the case
n = n2 is similar (actually simpler). It is easy to see that |Bn| ≤ ϕ(n)

2
= [Q(α

(n)
1 ) :

Q]. Thus it is enough to prove the following equality:

α
(n)
i = κ

(n)
i µ(γ(i))

∑
b∈Bn,b∼n/γ̄(i)i

β
(n)
b,i α

(n)
b .

Actually we will show that

ζ in = µ(γ(i))
∑

b≡i mod n/γ̄(i)
b∈Bn

β
(n)
b,i ζ

b
n

which easily implies the desired expression of α(n)
i . Indeed, for every p | n let

ζnp denote the p-th part of ζn, i.e. ζnp is a primitive np-th root of unity and
ζn =

∏
p|n ζnp . Let J be the set of tuples (jp)p|γ̄(i) satisfying the following conditions:

• If p | γ(i) then jp ∈ {1, . . . , p− 1}.

• If p = 2 and |i : n2| = n2

4
then j2 =

1, if (i : n2) ·
(
i+ jp0

np0
p0

: np0

)
< 0;

0, otherwise.
.

For every j ∈ J let bj ∈ Z/nZ given by

bj ≡

i+ jp
np
p

mod np, if p | γ̄(i);

i mod np, otherwise.

Then {bj : j ∈ J} is the set of elements in Bn satisfying i ≡ b mod n
γ̄(i)

. From

0 = ζ inp

(
1 + ζ

np
p
np + ζ

2np
p

np + ...+ ζ
(p−1)np

p
np

)
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we obtain ζ inp = −
∑p−1

jp=1 ζ
i+jp

np
p

np . Therefore, if |i : n2| 6= n2

4
then γ(i) = γ̄(i) and

ζ in =
∏
p|n
p-γ(i)

ζ inp

∏
p|n
p|γ(i)

− p−1∑
jp=1

ζ
i+jp

np
p

np

 = µ(γ(i))
∑
j∈J

ζbjn = µ(γ(i))
∑

b≡i mod n/γ̄(i)
b∈Bn

ζbn.

This gives the desired equality because in this case β(n)
b,i = 1 for every b ∈ Bn.

Suppose otherwise that |i : n2| = n2

4
. Then ζ in2

= β
(n)
bj ,i
ζ
bj
n2 for every j ∈ J and a

small modification of the argument in the case where |i : n2| 6= n2

4
gives

ζ in = ζ in2

∏
p|n
p-γ(i)

ζ inp

∏
p|n
p|γ(i)

− p−1∑
jp=1

ζ
i+jp

np
p

np

 = µ(γ(i))
∑
j∈J

β
(n)
b,i ζ

bj
n =

= µ(γ(i))
∑

b≡i mod n/γ̄(i)
b∈Bn

β
(n)
b,i ζ

b
n.

We finish this section quoting the following result which will be very useful in
the next chapters:

Lemma 2.2.6. [Mar16, Lemma 2.1] If n and d are positive integers with d | n
then

TrQ(ζn)/Q(ζd) = µ(d)
ϕ(n)

ϕ(d)
.

2.3 Group theoretical properties of PSL(2,q) and SL(2,q)

In this section we collect the group theoretical properties of PSL(2, q) and SL(2, q),
and their representation theory as well as some results on their integral group rings
relevant for our purposes.

We fix q = pf for an odd prime p and a positive integer f . Denote by π̄ :

SL(2, q) → PSL(2, q) the natural projection, which we extend by linearity to a
ring homomorphism π̄ : Z SL(2, q)→ ZPSL(2, q).

We collect in the following proposition some properties of SL(2, q), PSL(2, q)

and ZPSL(2, q).
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Proposition 2.3.1. 1. [Hup67, Hauptsatz 8.27] The order of PSL(2, q) is (q−
1)q(q+1)/d, where d = gcd(2, q−1). The orders of elements in PSL(2, q) are
exactly p and the divisors of (q + 1)/d and (q − 1)/d. Two cyclic subgroups
of PSL(2, q) are conjugate in PSL(2, q) if and only if they have the same
order. If g is an element of PSL(2, q) of order not divisible by p, then the
only conjugates of g in 〈g〉 are g and g−1. In particular a conjugacy class of
elements of order coprime with p is a real conjugacy class.

2. Let u be an element of order n in V(ZPSL(2, q)). If gcd(n, q) = 1 or q is
prime then PSL(2, q) has an element of order n [Her07, Proposition 6.7]. In
the following cases u is rationally conjugate to an element of PSL(2, q):

(a) [Mar16, Theorem 1] n is a prime power not divisible by p.

(b) [Her07, Proposition 6.1, Proposition 6.3] [Mar16] f ≤ 2 and n is
divisible by p (hence in this case n = p).

(c) [Her07, Proposition 6.6] n = 6 and gcd(6, p) = 1.

3. [Dor71, Theorem 38.1] SL(2, q) has a unique element J of order 2 and q+ 4

conjugacy classes. More precisely, two of the classes are formed by elements
of order p, another two are formed by elements of order 2p and q classes are
formed by elements of order dividing q + 1 or q − 1. Furthermore, if g and
h are p-regular elements of SL(2, q) and |h| divides |g| then h is conjugate
in SL(2, q) to an element of 〈g〉 and two elements of 〈g〉 are conjugate in
SL(2, q) if and only if they are equal or mutually inverse.

4. [Dor71, Theorem 38.1] Let C be a conjugacy class of PSL(2, q) formed by
elements of order n. If n = 2 then π̄−1(C) is the only conjugacy class of
SL(2, q) formed by elements of order 4. Otherwise, π̄−1(C) is the union of
two conjugacy classes C1 and C2 of SL(2, q) with C2 = JC1. Furthermore, if
n is multiple of 4 then the elements of C1 and C2 have order 2n while if n is
not multiple of 4 then one of the classes C1 or C2 is formed by elements of
order n.

The following proposition collects some consequences of these facts.
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Proposition 2.3.2. Let u be a torsion element of V(ZG) of order n with p - n.
Then the following statements hold:

1. J is the unique element of order 2 in V(Z SL(2, q)).

2. |π̄(u)| = n
gcd(2,n)

.

3. If gcd(n, q) = 1 then SL(2, q) has an element of order n.

4. If ρ is a representation of SL(2, q) and ζ is a root of unity of order dividing
n then ζ and ζ−1 have the same multiplicity as eigenvalues of ρ(u).

Proof. (1) is a direct consequence of Theorem 1.2.4.(1) and Proposition 2.3.1.(3).
(2) By Theorem 1.4.2, if π̄(u) = 1 then u2 = 1 and hence either u = 1 or u = J ,

by (1). Then (2) follows.
(3) is a consequence of (2) and Proposition 2.3.1.(2).
(4) is a consequence of Proposition 2.3.1.(3) and (1.1).

We describe the ordinary characters of PSL(2, q) and some Brauer characters of
SL(2, q) and PSL(2, q) which will be used in the remainder of the thesis. First we
display the character table of PSL(2, q) for q an odd prime power where δ stands
for the Kronecher symbol [Her07]:

Table 2.1: Character Table of PSL(2, q) with q ≡ ε mod 4 where ε = ±1.

class of 1 c d al bm

order 1 p p |a| = (q − 1)/2 |b| = (q + 1)/2
1 1 1 1 1 1
ψ 1 0 0 1 −1
χi q + 1 1 1 ζ ilq−1 + ζ−ilq−1 0

θj q − 1 −1 −1 0 −(ζjmq+1 + ζ−jmq+1 )
η1

1
2
(q + ε) 1

2
(ε+
√
εq) 1

2
(ε−√εq) (−1)lδε,1 (−1)mδε,−1

η2
1
2
(q + ε) 1

2
(ε−√εq) 1

2
(ε+
√
εq) (−1)lδε,1 (−1)mδε,−1

If ε = 1 then 1 ≤ i ≤ 1
4
(q − 5), 1 ≤ j, l,m ≤ 1

4
(q − 1);

If ε = −1 then 1 ≤ i, j, l ≤ 1
4
(q − 3), 1 ≤ m ≤ 1

4
(q + 1).
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Suppose that g0 ∈ PSL(2, q) and h0 ∈ SL(2, q) both of order m with p - m. If
h is an integer then let φh, ψh : 〈g0〉 → C be defined as follows:

φh(g
i
0) =

q + ε, if m | i;

ε(ζhim + ζ−him ), otherwise;
ψh(g

i
0) =

q − ε, if m | i;

0, otherwise.

Given R = (r0, r1, . . . , rk) ∈ Zk+1, let

YR = {(s0, s1, . . . , sk) ∈ Zk+1 : −rj ≤ sj ≤ rj and 2 | rj − sj for each j},

and let Ψr0,r1,...,rk : 〈h0〉 → C be defined by

Ψr0,r1,...,rk(h
i
0) =

∑
(s0,s1,...,sk)∈YR

ζ
i
∑k
j=0 sjp

j

m .

If moreover r0 + · · ·+ rk is even then let

VR;h =

{
(s0, s1, . . . , sk) ∈ YR \ {(0, . . . , 0)} :

∑k
j=0 sjp

j

2
≡ ±h mod m

}
, (2.4)

and let χr0,r1,...,rk : 〈g0〉 → C be defined by

χr0,r1,...,rk(g
i
0) =

∑
(s0,s1,...,sk)∈YR

ζ
i

∑k
j=0 sjp

j

2
m .

Lemma 2.3.3. Let g0 and h0 be p-regular elements of PSL(2, q) and SL(2, q),
respectively, both of order m. Then the following statements hold for s ∈ Z and
R = (r0, r1, . . . , rk) ∈ Zk+1:

1. If m - s then both φs and ψs are the restriction to 〈g0〉 of ordinary characters
of PSL(2, q).

2. Ψr0,r1,...,rk is the restriction to 〈h0〉 of a Brauer character of SL(2, q) modulo
p. Moreover, if r0 + r1 + · · ·+ rk is even then χr0,r1,...,rk is the restriction to
〈g0〉 of a Brauer character of PSL(2, q) modulo p.

3. If χ is an irreducible Brauer character of SL(2, q) (respectively PSL(2, q))



50 Chapter 2. Preliminary general results

modulo p then the restriction of χ to 〈h0〉 (respectively 〈g0〉) equals Ψr0,r1,...,rf−1

(respectively χr0,r1,...,rf−1
) for some integers 0 ≤ r0, r1, . . . , rf−1 ≤ p − 1

(respectively 0 ≤ r0, r1, . . . , rf−1 ≤ p− 1 with r0 + r1 + · · ·+ rf−1 even).

4. If r0 + r1 + · · ·+ rk is even then

χr0,r1,...,rk =

(1 + 2n0)1PSL(2,q) + ε
∑m

2
h=1 nh (φh − ψh) , if 2 | rj for all j;

2n01PSL(2,q) + ε
∑m

2
h=1 nh (φh − ψh) , otherwise;

where 2nh = |VR;h| and 1PSL(2,q) denotes the trivial character of PSL(2, q).

Proof. (1) To prove that φs and ψs are the restriction to 〈g0〉 of ordinary characters
of PSL(2, q) we simply express them in terms of the irreducible characters η1, η2,
θi and χi of PSL(2, q) as described in Table 2.1. If s ≡ ±s′ mod m then φs = φs′

and ψs = ψs′ . Therefore we may assume that 1 ≤ s ≤ m
2
. Firstly, if m is even then

φm
2
is the restriction of η1 + η2, and ψm

2
is the restriction of any θj if ε = 1, and

the restriction of any χi if ε = −1. This covers the case s = m
2
. Suppose otherwise

that 1 ≤ s < m
2
. If ε = 1 then φs is the restriction of χs q−1

2m
and ψs is the restriction

of θs q−1
2m

, while if ε = −1 then φs is the restriction of θs q+1
2m

and ψs is the restriction
of χs q+1

2m
.

(2) Let K be a field of characteristic p. The following defines an action by K-
automorphisms on the group SL(2, q) on the ring of polynomials K[X, Y ][Alp86,
Pages 14–16]: (

a b

c d

)
X = aX + bY,

(
a b

c d

)
Y = cX + dY.

If n is a positive integer then the vector space Vn formed by the homogenous
polynomials of degree n is invariant under this action and, if moreover n is even

then

(
−1 0

0 −1

)
acts trivially on Vn. Therefore PSL(2, q) acts on Vn provided

that n is even.
Let us fix integers 0 ≤ r0, r1, . . . , rk ≤ p− 1 and let n = r0 + r1p + · · · + rkp

k.
Observe that if r0 + r1 + · · · + rk is even then n is also even. Let Wr0,r1,...,rk

be the subspace of Vn generated by the polynomials of the form X iY n−i with
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i = i0 + i1p+ · · ·+ ikp
k and 0 ≤ ij ≤ rj for every j. For such s we have(

a b

c d

)
X iY n−i = (aX + bY )i(cX + dY )n−i

=
k∏

h=0

(
ap

h

Xph + bp
h

Y ph
)ih (

cp
h

Xph + dp
h

Y ph
)rh−ih

=
k∏

h=0

(
ih∑
u=0

αh,uX
uphY (ih−u)ph

)(
rh−ih∑
v=0

βh,vX
vphY (rh−ih−v)ph

)

=
k∏

h=0

(
rh∑
j=0

γh,jX
jphY (rh−j)ph

)
=

∑
j=j0+j1p+···+jkpk

0≤jh≤rh

δjX
jY n−j ∈ Wr0,...,rk .

Therefore, Wr0,r1,...,rk is invariant by the action of SL(2, q) (respectively PSL(2, q)

if r0 + r1 + · · · + rk is even) and hence it is a K SL(2, q)-module (respectively
K PSL(2, q)-module). Let ρ denote the K-representation of SL(2, q) (respectively
PSL(2, q)) given by Wr0,r1,...,rk and let χ be the Brauer character associated to the
p-modular character afforded by ρ. If ε = 1 then ζ2m belongs to the field with q
elements, so that the diagonal matrix D = diag(ζ2m, ζ2m

−1
) belongs to SL(2, q).

After a suitable election of ζ2m we may assume that g0 = D because g0 is conjugate
to a power of D in PSL(2, q). Then each base element XsY n−s is an eigenvector
of ρ(g0) with eigenvalue ζ2m

2i−n
= ζ2m

s
= ζm

s
2 for s = s0 + s1p + · · · + skp

k,
−rj ≤ sj ≤ rj and 2 | rj − sj for each j. Therefore Ψr0,r1,...,rk (respectively
χr0,r1,...,rk) coincides with the restriction of χ to 〈h0〉 (respectively 〈g0〉). Suppose
that ε = −1. Then D ∈ SL(2, q2) and this group acts on Wr0,r1,...,rk in the same
way. Again the same argument finishes the proof.

(3) The absolutely irreducible characters in characteristic p of SL(2, q) have
been described in [BN41] (see also [Sri64]). After lifting these characters to SL(2, q)

we obtain that if 0 ≤ r0, r1, . . . , rf−1 ≤ p− 1 then χr0,r1,...,rf−1
is the restriction to

〈g0〉 of an irreducible Brauer character of SL(2, q) modulo p and, conversely, the
restriction to 〈g0〉 of any irreducible Brauer character of SL(2, q) modulo p is of
this form. Observe that the result for PSL(2, q) is just a consequence of the one
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for SL(2, q).
(4) Straightforward.

Notation 2.3.4. In the following chapters we will often encounter some fixed
element g0 of SL(2, q) or of PSL(2, q). Then we will use the complex valuated func-
tions defined on g0: Ψr0,r1,...,rk , φh, ψh, χr0,r1,...,rk and we will abuse the notation by
referring to them as the ordinary or p-Brauer characters of SL(2, q) or PSL(2, q),
rather as the restriction to 〈g0〉 of such an ordinary or p-Brauer character. This
will be harmless because we will use only these restrictions.



CHAPTER 3

On the Zassenhaus Conjecture for PSL(2,q)

In this chapter we study (ZC1) for projective special linear groups PSL(2, q) with
q a prime power. The results appeared in [dRS17] and [MdRS17].

Along this chapter

p is a prime integer, q = pf for a positive integer f and G = PSL(2, q).

Let u be an element of order n in V(ZG). Hertweck proved that u is rationally
conjugate to an element of G provided that n is prime different from p, or n = p

and f ≤ 2, or n = 6 [Her07]. The first case was extended by Margolis to p-regular
elements of prime power order [Mar16]. The main tool used to prove these results
was the HeLP Method (see Section 1.4).

In Section 3.1 we calculate the sums Υd(G[m]) =
∑

gG,|g|=m Υd(g) for Υ ∈
VPArt(G) for r and t two different primes not dividing q, d | rt and m a positive
integer. In Section 3.2 we show that the HeLP Method fails to prove (ZC1) for the
next natural case to consider, namely when n = 2t with t a prime integer greater
than 4. On the positive side, the main result of this section (Theorem 3.2.1)
provides significant information on a possible counterexample to (ZC1) of this
kind.

As mentioned in the Introduction, (ZC1) has only been proved for very few
non-solvable groups. The proofs of the results for solvable groups often argue
by induction on the order of the group. In this way one may assume that the
conjecture holds for proper quotients of the original group. The first step in a

53
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similar argument for non-solvable groups should consist in proving the conjecture
for simple groups. Although this has been studied by some authors, see e.g.
[LP89, Her07, Her08c, BKL08, BM17b, BC17], the conjecture is still only known
for exactly thirteen non-abelian simple groups (see [BM17a, Proof of Theorem C]
for an overview), all being isomorphic to some PSL(2, q) for some particular small
prime power q. The aim of Section 3.3 is to extend this knowledge by proving
that any torsion unit of ZG of order coprime with 2p is rationally conjugate to
an element of G (see Theorem 3.3.1). We prove this result employing a variation
of the HeLP Method, since the plain HeLP Method would imply too many case
distinctions, in a way suitable for the character theory of PSL(2, q). As a direct
application of this result and the results of Hertweck and Margolis mentioned
above, we prove (ZC1) for PSL(2, p) with p a Fermat or Mersenne prime (see
Theorem 3.3.2). This result increases the number of simple groups for which
(ZC1) has been proved from thirteen to sixty-two, namely the groups PSL(2, q)

with q ∈ {8, 9, 11, 13, 16, 19, 23, 25, 32} or one of the four known Fermat primes
different from 3 or one of the forty-nine known Mersenne primes different from
3 [Calb]. Actually, Theorem 3.3.2 proves the conjecture for probably infinitely
many simple groups because, based on heuristic evidences, it has been conjectured
that there are infinitely many Mersenne primes [Cala]. Lenstra, Pomerance and
Wagstaff have proposed independently a conjecture on the growth of the number
of Mersenne primes smaller than a given integer [Pom81, Wag83].

As a consequence of the results of Section 2.3 and Section 3.1, and looking
on the orders of elements in G, cf. Proposition 2.3.1, one should not expect a
better result for (ZC1) for G when applying only this method. Thus, as so often
in Arithmetics and Group Theory, the prime 2 behaves very differently than the
other primes.

Throughout this chapter we will often use Notation 2.3.4 and Lemma 2.2.6.

3.1 Virtual partial augmentations of order the product of

at most two primes

We first describe VPAr(G) with r a prime different from p and then we calculate
the sums Υd(G[m]) for Υ ∈ VPArt(G) with r and t two different primes such that
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q ≡ ±1 mod 2rt (see the definition at the Introduction of this chapter).

The following proposition is another proof of the result of Hertweck for units
of prime order [Her07, Proposition 6.4].

Proposition 3.1.1. Let G = PSL(2, q) with q an odd prime power and let r be a
prime not dividing q. Then TPAr(G) = VPAr(G).

Proof. The result is trivial if q 6≡ ±1 mod 2r because in such case r does not
divides |G| and hence VPAr(G) = ∅ = TPAr(G), by Proposition 2.1.2. The result
is also trivial if r = 2 because, by Proposition 2.3.1, all the elements of G of order
2 are conjugate. So suppose that r is odd and q ≡ ±1 mod 2r.

Let Υ ∈ VPAr(G). To prove the lemma we fix an element g0 ∈ G of order r
and use (V4) with the Brauer character χ2. We have that

{
gi0 : i = 1, . . . , r−1

2

}
is

a set of representatives of the conjugacy classes of G of elements of order r. Then,
by (V1), (V2) and (V3), we have

∑ r−1
2

j=1 Υ1(gj0) = 1. Using Lemma 2.2.6, for each
l, i ∈ {1, . . . , r−1

2
} we have

TrQ(ζr)/Q(χ2(gi0)ζ−lr ) = TrQ(ζr)/Q(ζ−lr ) + TrQ(ζr)/Q(ζ i−lr ) + TrQ(ζr)/Q(ζ−i−lr )

=

r − 3, if i ≡ ±l mod r;

−3, otherwise.

Hence, using the formula in (V4) we obtain

µ(ζ lr,Υ, χ2) =
1

r

(r − 3)Υ1(gl0)− 3

r−1
2∑

j=1,j 6=l

Υ1(gj0) + 3

 = Υ1(gl0) ∈ Z≥0.

Therefore, there is an integer i in the interval
[
1, r−1

2

]
such that Υ1(gi0) = 1

and Υ1(h) = 0 for every h ∈ G \ (gi0)G. Then Υ is the distribution of partial
augmentations of gi0. We conclude that Υ ∈ TPAr(G).

Corollary 3.1.2. Let G = PSL(2, q) with q an odd prime power and let m be a
positive integer. Assume that q ≡ ±1 mod 2m and let Υ ∈ VPAm(G). Then G
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has an element g0 of order m such that for every prime divisor t of m we have

Υm
t
(g) =

1, if g ∈
(
g
m
t

0

)G
;

0, otherwise.
(3.1)

Proof. Fix g1 ∈ G of order m. By (2.2) and Proposition 3.1.1, if t is a prime
divisor of m then Υ

m
t ∈ VPAt(G) = TPAt(G). As every element of order t in

G is conjugate in G to an element of 〈g
m
t

1 〉 by Proposition 2.3.1, we deduce that
there is an integer it coprime with t such that Υ

m
t is the distribution of partial

augmentations of g
m
t
it

1 . Let i be an integer with i ≡ ±it mod t for every prime t
dividing m and let g0 = gi1. Then g

m
t

0 = g
m
t
it

1 for every prime t and this implies
that Υ

m
t is the distribution of partial augmentations of g

m
t

0 . In particular, (3.1)
holds for every prime t.

In the remainder of the section r and t are different primes such that q ≡
±1 mod 2rt and Υ ∈ VPArt(G). By Corollary 3.1.2, G has an element g0 of order
rt, which will be fixed throughout, such that

Υr(g) =

1, if g ∈ (gr0)G;

0, otherwise;
and Υt(g) =

1, if g ∈ (gt0)G;

0, otherwise.
(3.2)

As every element of G of order divisible by rt is conjugate to an element of 〈g0〉,
we have that Υ1(g) = 0 for every g ∈ G which is not conjugate to an element of
〈g0〉 \ {1}. This will simplify the expression in (V4), as in the following lemma.

For a general finite group G, an element Υ = (Υd)d|n of VPAn(G) and a positive
integer m we define

Υd(G[m]) =
∑

gG,|g|=m

Υd(g).

Lemma 3.1.3. Let χ be either an ordinary character or a Brauer character of G
module p. Then

µ(1,Υ, χ) =
1

rt

[
Υ1(G[rt]) TrQ(ζrt)/Q(χ(g0)) + Υ1(G[t]) TrQ(ζrt)/Q(χ(gr0))+

Υ1(G[r]) TrQ(ζrt)/Q(χ(gt0)) + TrQ(ζr)/Q(χ(gt0)) +

TrQ(ζt)/Q(χ(gr0)) + χ(1)
]
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and
0 ≤ µ(1,Υ, χ) ≤ 1

t

[
χ(1) + TrQ(ζt)/Q(χ(gr0))

]
.

Proof. If x and y are elements of G with the same order, then x is conjugate in
G to a power of y by Proposition 2.3.1. This implies that if e is a multiple of
this common order then there exists σ ∈ Gal(Q(ζe)/Q) such that χ(x) = σ(χ(y)).
(If χ is a Brauer character modulo p then one assume that x and y are p-regular
elements of G.) Thus TrQ(ζe)/Q(χ(x)) = TrQ(ζe)/Q(χ(y)). Combining this with
(V4) we obtain the expression for µ(1,Υ, χ) in the lemma. Moreover, µ−r (Υ, χ) =
1
rt

(χ(1) + TrQ(ζt)/Q(χ(gr0))), by (3.2). The inequality is then a consequence of (2.3)
for n = rt and m = r.

The specialization of the following lemma to the case where Υ is the distribution
of partial augmentations of a torsion element of V(ZG) is a particular case of a
result of Wagner [Wag95, BM15].

Lemma 3.1.4. t divides Υ1(G[t]) and r divides Υ1(G[r]).

Proof. By symmetry we only have to prove t | Υ1(G[t]). We will give one proof
for the case when t is odd and another one for the case when r is odd. This cover
all the cases because r and t are different primes. Write q = ε+ 2rth with ε = ±1

and h an integer. We will use Lemma 3.1.3 and (V4) with the ordinary character
φt (relative to the element g0 of order m = rt fixed above).

Using Lemma 2.2.6, for any j we have:

TrQ(ζrt)/Q(φt(g
j
0)) =

2ε(r − 1)(t− 1), if r|j;

2ε(1− t), if r - j.

Clearly, we have TrQ(ζt)/Q(φt(g
j
0)) = 2ε(t−1) if gcd(rt, j) = r, and TrQ(ζr)/Q(φt(g

j
0)) =

−2ε if gcd(rt, j) = t. By (V1) we have Υ1(G[r]) + Υ1(G[t]) + Υ1(G[rt]) = 1.
Combining this with Lemma 3.1.3 we get

rtµ(1,Υ, φt) = 2rε(t− 1)Υ1(G[t]) + 2rth.

Thus, if t is odd then t divides Υ1(G[t]).
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Suppose r odd. Let 1 ≤ j ≤ r−1
2

be an integer. We have for every integer i
that

TrQ(ζrt)/Q(φt(g
i
0)ζ−jtrt ) =

ε(r − 2)(t− 1), if i ≡ ±j mod r;

2ε(1− t), if i 6≡ ±j mod r.
(3.3)

For every 1 ≤ i ≤ r−1
2

we denote xi =
∑

1≤k≤ rt
2
,k≡±i mod r Υ1(gk0). Then Υ1(G[t]) +∑ r−1

2
i=1 xi = 1. By (3.3), we obtain

∑
1≤k≤ rt

2

Υ1(gk0 ) TrQ(ζrt)/Q(φt(g
k
0 )ζ−jtrt ) = ε(t− 1)

(r − 2)xj − 2Υ1(G[t])− 2
∑
i 6=j

xi


= ε(t− 1)(rxj − 2).

Moreover, we have TrQ(ζt)/Q(φt(g
r
0)ζ−jtrrt ) = 2ε(t− 1) and

TrQ(ζr)/Q(φt(g
t
0)ζ−jt

2

rt ) = εwj with wj =

(r − 2), if jt ≡ ±1 mod r;

−2, if jt 6≡ ±1 mod r.

Applying condition (V4) with the character φt and l = jt we deduce that

ε(t− 1)(rxj − 2) + 2ε(t− 1) + εwj + 2rth+ 2ε = 2hrt+ ε(rxj(t− 1) + 2 + wj)

is a multiple of rt. In particular, t divides 2 + wj − rxj for every j = 1, . . . , r−1
2
.

Summing for j = 1, . . . , r−1
2

and taking into account that
∑ r−1

2
j=1 wj = 1 we obtain

that t divides r
(

1−
∑ r−1

2
j=1 xj

)
= rΥ1(G[t]). Therefore t | Υ1(G[t]), as desired.

Proposition 3.1.5. Let Υ be an element of VPArt(G), where G = PSL(2, q) for
an odd prime power q and r and t are different primes with gcd(rt, q) = 1. Then

Υ1(G[r]) = Υ1(G[t]) = 0 and Υ1(G[rt]) = 1.

Proof. By symmetry we may assume that r < t. We first prove that Υ1(G[t]) =

0. For that we use Lemma 3.1.3 applied to the Brauer character χ2r. Using
Lemma 2.2.6 we have

TrQ(ζrt)/Q(χ2r(g0)) = (t− 1)(r − 1),



3.2. Virtual partial augmentations of order 2t 59

TrQ(ζrt)/Q(χ2r(g
t
0)) = (t− 1)(r − 1), TrQ(ζrt)/Q(χ2r(g

r
0)) = (r − 1)(t− 1− 2r),

TrQ(ζr)/Q(χ2r(g
t
0)) = r − 1 and TrQ(ζt)/Q(χ2r(g

r
0)) = t− 1− 2r.

Combining these equalities with Υ1(G[r]) + Υ1(G[t]) + Υ1(G[rt]) = 1, we obtain
by straightforward calculations that µ(1,Υ, χ2r) = 1 − 2Υ1(G[t])

t
and χ2r(1) +

TrQ(ζt)/Q(χ2r(g
r
0)) = t. Using Lemma 3.1.3, we conclude that 0 ≤ Υ1(G[t])

t
≤ 1

2
. By

Lemma 3.1.4, we know that Υ1(G[t])
t

is an integer, hence Υ1(G[t]) = 0 as desired.

Then Υ1(G[r]) + Υ1(G[rt]) = 1 and it remains only to show that Υ1(G[r]) = 0.
For that we use Lemma 3.1.3 with the Brauer character χ2. In this case we have

TrQ(ζrt)/Q(χ2(g0)) = tr − r − t+ 3,

TrQ(ζrt)/Q(χ2(gt0)) = tr − r − 3t+ 3, TrQ(ζrt)/Q(χ2(gr0)) = tr − 3r − t+ 3,

TrQ(ζr)/Q(χ2(gt0)) = r − 3 and TrQ(ζt)/Q(χ2(gr0)) = t− 3.

Therefore, we have that µ(1,Υ, χ2) = 1−2Υ1(G[r])
r

and χ2(1)+TrQ(ζt)/Q(χ2(gr0)) = t.
Applying Lemma 3.1.3 we obtain 0 ≤ Υ1(G[r])

r
≤ 1

2
and the result follows, since, by

Lemma 3.1.4, Υ1(G[r])
r

is an integer.

3.2 Virtual partial augmentations of order 2t

Recall that G = PSL(2, q) with q = pf an odd prime power and that we are
using Notation 2.3.4. Let t be an odd prime. By Proposition 2.3.1.(2), V(ZG) has
elements of order 2t if and only if so does G if and only if q ≡ ±1 mod 4t. Thus
we assume that q ≡ ±1 mod 4t. For g0 ∈ G with |g0| = 2t and t ≥ 5 let Υ(g0)

denote the list of class functions (Υ
(g0)
1 ,Υ

(g0)
2 ,Υ

(g0)
t ,Υ

(g0)
2t ) of G defined as follows:

Υ
(g0)
d (g) =



1, if (d, gG) ∈
{

(2t, 1G), (t, (gt0)G), (2, (g2
0)G),

(1, (g
t−1

2
0 )G), (1, (g

t+1
2

0 )G)
}

;

−1, if (d, gG) = (1, (gt−1
0 )G);

0, otherwise.

(3.4)

Hertweck proved (ZC1) for units of order 6 in PSL(2, q) (see Proposition 2.3.1.(2)).
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This result is also a consequence of the the equality VPA6(G) = TPA6(G) stated
in the following theorem.

Theorem 3.2.1. Let t be an odd prime, let q be a prime power such that q ≡
±1 mod 4t and let G = PSL(2, q). Then VPA6(G) = TPA6(G) and if t ≥ 5 then

VPA2t(G) = TPA2t(G) ∪ {Υ(g0) : g0 ∈ G, |g0| = 2t}.

Proof. If t = 3 then G has a unique conjugacy class of elements of order 3 and
a unique one of elements of order 6 by Proposition 2.3.1. Combining this with
Proposition 3.1.5 we deduce that VPA6(G) = TPA6(G). So in the remainder we
assume that t ≥ 5. We set n = t−1

2
.

We first prove the inclusion VPA2t(G) ⊆ TPA2t(G)∪{Υ(g0) : g0 ∈ G, |g0| = 2t}.
For that we take an element Υ = (Υ1,Υ2,Υt,Υ2t) of VPA2t(G) and we show that
there is an element g0 of order 2t in G such that either Υ = ε∗ or Υ = Υ(g0), where
ε∗ is the distribution of partial augmentations of g0 and Υ(g0) is as in (3.4). By
(V3), if g is an element of G of order not dividing 2t then Υd(g) = 0 for each d | 2t.
By the results of Section 3.1, there exists g0 ∈ G of order 2t such that Υt and Υ2

are as in (3.2) with r = 2. This shows that Υt = Υ
(g0)
t = ε∗t and Υ2 = Υ

(g0)
2 = ε∗2.

As, clearly Υ2t = Υ
(g0)
2t = ε∗2t, it remains to show that Υ1 is either ε∗1 or Υ

(g0)
1 .

Let Odd denote the set of odd integers in the interval [1, t − 1] and for each
l ∈ [1, t− 1] let

il =

l, if l ∈ Odd;

t− l, otherwise;
wl =

1, if l ∈ {1, t− 1};

0, otherwise;

and

Wl =

1, if l ∈ {1, 2, t− 2, t− 1};

0, otherwise.

Observe that il is the unique element j ∈ Odd with j ≡ ±l mod t and inl is
the unique element j ∈ Odd with 2j ≡ ±l mod t. Moreover, il 6= inl because
n 6≡ ±1 mod t, as t ≥ 5.

We also use the notation T = TrQ(ζ2t)/Q = TrQ(ζt)/Q. Observe that {gi0 : i ∈
Odd} and {gt−i0 : i ∈ Odd} are sets of representatives of the conjugacy classes of
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elements of G of orders 2t and t, respectively. By Proposition 3.1.5 we have

Υ1(gt0) =
∑
i∈Odd

Υ1

(
gt−i0

)
= 0 and

∑
i∈Odd

Υ1

(
gi0
)

= 1. (3.5)

By (V4) and Lemma 2.3.3.(2) if m is an even integer and l ∈ Z then the
following is a non-negative integer:

1

2t

[
χm(1) + χm

(
gt0
)

(−1)l + T
(
χm
(
g2

0

)
ζ−2l

2t

)
+
∑
i∈Odd

(
Υ1

(
gi0
)
T
(
χm
(
gi0
)
ζ−l2t

)
+ Υ1

(
gt−i0

)
T
(
χm
(
gt−i0

)
ζ−l2t

))]
. (3.6)

We will use this with l ∈ {1, . . . , t−1} andm ∈ {2, 4}. To facilitate the calculations
we collect the following equalities which are all direct application of Lemma 2.2.6:

χ2(1) = 3, χ2 (gt0) = −1 χ4(1) = 5, χ4 (gt0) = 1,

T
(
χ2 (g2

0) ζ−2l
2t

)
= twl − 3, T

(
χ4 (g2

0) ζ−2l
2t

)
= tWl − 5.

Moreover, if i ∈ Odd then

T
(
χ2

(
gi0
)
ζ−l2t

)
=

(1− t)(−1)l, if i = il;

(−1)l, otherwise;

T
(
χ2

(
gt−i0

)
ζ−l2t

)
=

(t− 3)(−1)l, if i = il;

(−3)(−1)l, otherwise;

T
(
χ4

(
gi0
)
ζ−l2t

)
=


(t+ 1)(−1)l+1, if i = il;

(t− 1)(−1)l, if i = inl;

(−1)l+1, otherwise;

and

T
(
χ4

(
gt−i0

)
ζ−l2t

)
=

(t− 5)(−1)l, if i ∈ {il, inl};

(−5)(−1)l, oherwise.

Plugging this information into (3.6) for m = 2 and m = 4 and using (3.5), we
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obtain
1

2

(
(−1)l

(
Υ1

(
gt−il0

)
−Υ1

(
gil0
))

+ wl
)
∈ Z≥0 (3.7)

and

1

2

(
(−1)l

(
Υ1

(
ginl0

)
+ Υ1

(
gt−inl0

)
−Υ1

(
gil0
)

+ Υ1

(
gt−il0

))
+Wl

)
∈ Z≥0. (3.8)

Using (3.7) with l and with t − l we obtain
∣∣Υ1(gl0)−Υ1(gt−l0 )

∣∣ ≤ wl if l ∈ Odd.
In particular,

Υ1(gl0) = Υ1(gt−l0 ), if l ∈ Odd \{1}. (3.9)

This together with (3.5) yields

Υ1(g0) = 1−
∑

l∈Odd \{1}

Υ1(gl0) = 1−
∑

l∈Odd \{1}

Υ1(gt−l0 ) = 1 + Υ1(gt−1
0 ). (3.10)

We now combine (3.9) and (3.10) with (3.8) for l and t − l. When we take l = 1

we obtain
Υ1(gin0 ) = Υ1(gt−in0 ) ∈ {0, 1};

and taking l ∈ Odd \{1, t− 2} we have

Υ1(ginl0 ) = Υ1(gt−inl0 ) = 0, if l ∈ Odd \{1, t− 2}.

As l 7→ inl defines a bijection Odd → Odd mapping t − 2 to 1, the latter is
equivalent to

Υ1(gl0) = Υ1(gt−l0 ) = 0, for all l ∈ Odd \{in, 1}.

Thus

Υ1(g0) = 1+Υ1(gt−1
0 ) = 1−

∑
l∈Odd \{1}

Υ1(gt−l0 ) = 1−Υ1(gt−in0 ) = 1−Υ1(gin0 ) ∈ {0, 1}.

Since {in, t− in} = {n, n+ 1}, we conclude that either Υ1(g0) = 1 and Υ1(gl0) = 0

for every 2 ≤ l ≤ t− 1, or Υ1(gt−1
0 ) = −1, Υ1(gn0 ) = Υ1(gn+1

0 ) = 1 and Υ1(gl0) = 0

for every integer l in [1, t−1]\{n, n+1, t−1}. In the first case Υ1 = ε∗1 and in the
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latter case Υ1 = Υ
(g0)
1 , as desired. This finishes the necessary part of the proof.

To finish the proof of the theorem it remains to prove that if g0 is an element
of G of order 2t then Υ(g0) ∈ VPA2t(G). That Υ(g0) satisfies conditions (V1), (V2)
and (V3) follows by straightforward arguments. So it remains to show that the
following is a non-negative integer for every ordinary or Brauer character of G:

µ
(
ζ l2t,Υ

(g0), χ
)

=
1

2t

[
χ(1) + χ

(
gt0
)

(−1)l+

T
(
χ
(
g2

0

)
ζ−2l

2t +
(
χ (gn0 ) + χ

(
gn+1

0

)
− χ

(
gt−1

0

))
ζ−l2t

)]
.

Actually, it suffices to consider Brauer characters module the prime p dividing q.
This is a consequence of the following remark, which was brought to our attention
by Leo Margolis.

Remark 3.2.2. Let G = PSL(2, q), with q a power of a prime p and let n be an
integer coprime to p. Let Υ = (Υd)d|n be a list of class functions of G satisfying
conditions (V1), (V2) and (V3). Then Υ ∈ VPAn(G) if and only if it satisfies
(V4) for every irreducible Brauer character of G modulo p.

Proof. Suppose that Υ ∈ VPAn(G) satisfies (V4) for the irreducible Brauer char-
acters of G modulo p. Observe that µ(ζ ln,Υ, χ) is Z-linear in the last argument.
This implies that if condition (V4) holds for the class functions f1, . . . , fk then
it also holds for each linear combination χ = a1f1 + · · · + akfk with a1, . . . , ak

non-negative integers. This is also valid for class functions defined on the t-regular
elements of G for a given prime t. Therefore, to verify (V4) it is enough to consider
irreducible ordinary characters and irreducible Brauer characters of G. Moreover,
as n is coprime with p, by (V3), each non-zero summand in the expression of
µ(ζ ln,Υ, χ) correspond to p-regular elements, for any ordinary or Brauer character
of G. Thus we only have to consider the restriction of each ordinary character of
G to the p-regular elements and the restriction of Brauer characters of G modulo
a prime t to the {p, t}-regular elements. If t is a prime integer then the restriction
to the t-regular elements of G of an irreducible ordinary character of G is a linear
combination of the irreducible Brauer characters of G modulo t with coefficients
in the decomposition matrix relative to t and these coefficients are non-negative
integers (see Section 1.3 or [Ser78, Section 15.2]). Using the expression of the
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ordinary characters ofG on the p-regular elements in terms of the Brauer characters
of G modulo p we deduce that (V4) holds for all the ordinary characters of G. Let
now t be a prime different from p. The decomposition matrix A of G relative to t is
described in [Bur76]. Every non-zero column of A contains an entry equal to 1 in a
row on which all the other entries are 0. This implies that each Brauer character of
G modulo t equals the restriction to the t-regular elements of an ordinary character
of G. Hence (V4) also holds for Brauer characters of G modulo t.

Using Lemma 2.3.3.(3) and Remark 3.2.2, it remains to prove that if r0, . . . , rk

are in Z≥0 with r0 + · · ·+ rk even and l is an integer then µ(ζ l2t,Υ
(g0), χr0,r1,...,rk) ∈

Z≥0. For that we use that the map χ 7→ µ(ζ l2t,Υ
(g0), χ) is linear and the expression

of χr0,r1,...,rk obtained in Lemma 2.3.3.(4) in terms of the ordinary characters 1G,
φh and ψh for h ∈ {1, . . . , t}. Hence we start considering the latter characters.

In the remainder of the proof l is an integer, h ∈ {1, . . . , t} and ε = ±1

with q ≡ ε mod 4t. We will use Lemma 2.2.6 without specific mention. An easy
calculation shows that

µ(ζ l2t,Υ
(g0), ψh) =

q − ε
2t

and µ(ζ l2t,Υ
(g0), 1G) =

1, if 2t | l;

0, otherwise.
(3.11)

Now we calculate µ(ζ l2t,Υ
(g0), φh). For that we introduce the following notation:

ϑh,l =

1, if h ≡ ±2l mod 2t, or h ≡ ±l mod t and 2 - l;

0, otherwise;

and

γi,l =

t, if hi ≡ ±l mod t;

0, if hi 6≡ ±l mod t;

for each 1 ≤ i ≤ t − 1. Clearly, we have φh(gt0) = 2ε(−1)h, T (φh(g
i
0)ζ−l2t ) =

(γi,l − 2)ε(−1)hi+l, γn,l = γn+1,l, γ2,2l = γt−1,l = γ1,l and

γ1,l(1− (−1)l) + γn,l(−1)hn+l(1 + (−1)h) = 2tϑh,l.
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Therefore

T
(
φh
(
g2

0

)
ζ−2l

2t − φh
(
gt−1

0

)
ζ−l2t

)
= ε(γ1,l − 2)(1− (−1)l)

and

T
((
φh (gn0 ) + φh

(
gn+1

0

))
ζ−l2t

)
= ε(γn,l − 2)(−1)hn+l(1 + (−1)h))

=

2ε(γn,l − 2)(−1)l, if 2 | h;

0, if 2 - h.

Hence

µ
(
ζ l2t,Υ

(g0), φh
)

=
q − ε+ ε(γ1,l(1− (−1)l) + γn,l(−1)hn+l(1 + (−1)h))

2t

=
q − ε

2t
+ ε ϑh,l. (3.12)

Let R = (r0, r1, . . . , rk) ∈ Zk+1 with r0 + r1 + · · ·+ rk even, and let 2nh be the
cardinality of the set VR;h defined in (2.4). Observe that µ(ξ,Υ, χ) is linear in the
third argument. Then, using Lemma 2.3.3.(4), (3.11) and (3.12) we obtain

µ(ζ l2t,Υ
(g0), χr0,...,rk) = k0µ(ζ l2t,Υ

(g0), 1G) +
t∑

h=1

nhϑh,l, (3.13)

where k0 is either 2n0 or 1 + 2n0. This finishes the proof of the theorem, as the
expression in (3.13) is a non-negative integer because µ(ζ l2t,Υ

(g0), 1G) is either 0 or
1 by (3.11), and all the nh are non-negative integers.

Suppose that t ≥ 5 and let g0 be an element of order 2t in G = PSL(2, q). Then
Υ(g0) is the distribution of partial augmentations of the elements of a conjugacy
class C in the units of QG of an element of order 2t in V(QG) with integral
partial augmentations. To settle (ZC1) in this case it remains to decide whether
C contains an element u with integral coefficients. If not, (ZC1) holds in this case
and otherwise u provides a counterexample for (ZC1). The smallest example of
this situation is encountered for q = 19 and t = 5. However, Bächle and Margolis
have proved (ZC1) for this example with a technique which they called the Lattice
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Method [BM17b]. Unfortunately, the Lattice Method does not apply for the next
cases (q = 27 and q = 29 and t = 7) basically because the representation type
appearing in these cases is wild.

3.3 (ZC1) holds for units of order coprime to 2q in PSL(2,q)

In this section we prove the following theorem:

Theorem 3.3.1. Let G = PSL(2, q) for some prime power q. Then any torsion
unit of ZG of order coprime with 2q is rationally conjugate to an element of G.

Suppose thatG = PSL(2, p) with p a Fermat or Mersenne prime (i.e. p = 2k±1)
and let u be an element in V(ZG) of order n. Then by Proposition 2.3.1 we deduce
that either n = p or p - n and n | p±1

2
. If n is a prime power then u is rationally

conjugate to an element of G by Proposition 2.3.1.(2). On the other hand, if n | p±1
2

and n is not a prime power then n is coprime with 2p and hence, by Theorem 3.3.1,
u is also rationally conjugate to an element of G. Therefore we have proved the
following:

Theorem 3.3.2. Let p be a Fermat or Mersenne prime. Then (ZC1) holds for
PSL(2, p).

Observe that a result as Theorem 3.3.2 for PSL(2, pf ) with f ≥ 2 could not
be possible to achieve only using the HeLP Method. In this case we will have
to consider units of even order and in that situation we already know that the
HeLP Method is not enough to prove that these units are rationally conjugate to
elements of PSL(2, pf ) (see Theorem 3.2.1 as an example).

We now focus on proving Theorem 3.3.1. For that we will use the notation of
Section 2.2. We will prove that any element u of order n in V(ZG), where n is
greater than 1 and coprime with 2p, is rationally conjugate to an element of G.
By Proposition 2.3.1.(2) we may also assume that n is not a prime power.

As the order n of u is fixed throughout, we simplify the notation of Section 2.2
by setting

γ = γn = γ̄n, αx = α(n)
x , β

(n)
b,x = 1, κx = κ(n)

x =

2, if x ≡ 0 mod n;

1, otherwise.
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B = Bn =
{
x ∈ Z/nZ : |x : nr| >

nr
2r

for every prime r | n
}

and
B = Bn = {α(n)

b : b ∈ B}.

We argue by induction on n. So we assume that ud is rationally conjugate to
an element of G for every divisor d of n with d 6= 1.

By Lemma 2.3.3 (or by [Mar16, Lemma 1.2]), we deduce that there is a
primitive n-th root of unity α in a field of characteristic p such that for every
positive integer m, there is a p-modular representation Θ2m of G of degree 1 + 2m

such that

Θ2m(g) is conjugate to diag
(
1, α, α−1, α2, α−2, . . . , αm, α−m

)
.

We denote by χ2m the p-Brauer character associated with Θ2m. As usual in
modular representation theory, a bijection between the complex roots of unity
of order coprime with p and the roots of unity of the same order in a field of
characteristic p has been fixed a priori. In this sense we will identify the eigenvalues
of Θ2m and the summands in χ2m.

Since units of prime order in V(ZG) are rationally conjugate to elements of
G by Proposition 2.3.1.(2), we deduce that the kernel of Θ2 on 〈u〉 is trivial
and hence Θ2(u) has order n. As the values of χ2 on p-regular elements of G
are real, by Proposition 2.3.1.(1) and Theorem 1.3.1, the set of eigenvalues of
Θ2(u) is closed under taking inverses (counting multiplicities). Therefore, Θ2(u) is
conjugate to diag(1, ζ, ζ−1) for a suitable primitive n-th root of unity ζ. Hence by
Proposition 2.3.1 there exists an element g0 ∈ G of order n such that Θ2(g0) and
Θ2(u) are conjugate. From now on we abuse the notation and consider ζ both as
a primitive n-root of unity in a field of characteristic p and as a complex primitive
n-root of unity. Then for any positive integer m we have

Θ2m(g0) is conjugate to diag
(
1, ζ, ζ−1, ζ2, ζ−2, . . . , ζm, ζ−m

)
,
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and for every integer i we have

χ2m(gi0) =
m∑

j=−m

ζ ij = 1 +
m∑
j=1

αij. (3.14)

The element g0 ∈ G and the primitive n-th root of unity ζ will be fixed throughout.
By Proposition 2.3.1.(1), x 7→ (gx0 )G defines a bijection from Γn to the set of

conjugacy classes of G formed by elements of order dividing n. For an integer x
(or x ∈ Γn) we set

εx = εgx0 (u) and λx =
∑
i∈Γn

εiαix.

By Theorem 1.2.4, u is rationally conjugate to an element of G if and only if εx ≥ 0

for every x ∈ Γn.

Lemma 3.3.3. u is rationally conjugate to g0 if and only if

λi = αi, for any positive integer i. (3.15)

Proof. If u is rationally conjugate to g0, then ε1 = 1 and εx = 0 for any x ∈ Γn\{1}.
Therefore (3.15) holds. Conversely, assume that (3.15) holds. For v ∈ V(ZG) of
order dividing n let λ′i(v) =

∑
x∈Γn

εgx0 (v)αxi. Then λi = λ′i(u) =
∑n−1

j=0 εgj0
(u)ζ ijn

and αi =
∑n−1

j=0 εgj0
(g0)ζ ijn . As the Vandermonde matrix (ζ ijn )1≤i,j≤n is invertible

we deduce that εgj0(u) = εgj0
(g0) for every j ∈ Γn. So εj = εgj0

(u) = εgj0
(g0) = 0

for every j ∈ Γn \ {1} and ε1 = 1. As we are assuming that if d is a divisor of n
different from 1 then ud is rationally conjugate to an element of G, we also have
εg(u

d) ≥ 0 for every g ∈ G. Thus u is rationally conjugate to an element of g ∈ G
by Theorem 1.2.6. Then εg0(g) = εg0(u) = 1 and therefore g is conjugate to g0 in
G. We conclude that u and g0 are rationally conjugate.

By Lemma 3.3.3, in order to achieve our goal it is enough to prove (3.15). We
argue by contradiction, so suppose that λd 6= αd for some positive integer d which
we assume to be minimal with this property. Observe that if λi = αi and j is an
integer such that gcd(i, n) = gcd(j, n), then there exists σ ∈ Gal(Q(α1)/Q) such
that σ(αi) = αj and applying σ to the equation λi = αi we obtain λj = αj. This
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implies that d divides n. Note that α1 = λ1 by our choice of g0 and hence d 6= 1.
Moreover, d 6= n because λn = 2

∑
x∈Γn

εx = 2 = αn as the augmentation of u is 1.

We claim that
λd = αd + dτ for some τ ∈ Z[α1]. (3.16)

Indeed, for any x ∈ Γn let Bx = εx − 1 if x ∼n 1 and Bx = εx otherwise. Then for
any integer i we have λi − αi =

∑
x∈Γn

Bx TrQ(ζ)/Q(α1) (ζ ix). Therefore, applying
Corollary 2.2.3 for F = Q(α1), R = Z[α1] and ωi = λi − αi, the claim follows.

By (3.14) we have, using Theorem 1.3.1, that

χ2d(g0) = 1 +
d∑
i=1

αi (3.17)

and that

χ2d(u) =
∑
x∈Γn

εxχ2d(g
x
0 ) =

∑
x∈Γn

εx

(
1 +

d∑
i=1

αix

)
= 1 +

d∑
i=1

λi. (3.18)

Combining this with (3.16) and the minimality of d, we obtain χ2d(u) = χ2d(g0) +

dτ . Furthermore, τ 6= 0, as λd 6= αd. Therefore

Cb(χ2d(u)− 1) ≡ Cb(χ2d(g0)− 1) mod d for every b ∈ B (3.19)

and

d ≤ |Cb0(χ2d(u)− 1)− Cb0(χ2d(g0)− 1)| for some b0 ∈ B. (3.20)

The bulk of our argument relies on an analysis of the eigenvalues of Θ2d(u) and
the induction hypothesis on n and d. More precisely, we will use (3.19) and (3.20)
to obtain a contradiction by comparing the eigenvalues of Θ2d(g0) and Θ2d(u). Of
course we do not know the eigenvalues of the latter but we know the eigenvalues
of each Θ2d(g

i
0). Moreover, if c is a divisor of n with c 6= 1 then uc is rationally

conjugate to an element g of G. Then Θ2(g), Θ2(uc) and Θ2(gc0) are conjugate in
M3(F ), for a suitable field F , and as Θ2 is injective on 〈g0〉 and g is conjugate
to an element of 〈g0〉 we conclude that uc is conjugate to gc0. Thus we know the
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eigenvalues of Θ2d(u
c). This has consequences for the eigenvalues of Θ2d(u).

To be more precise we fix ν1, . . . , νd ∈ Γn (with repetitions if needed) such that
the eigenvalues of Θ2d(u) with multiplicities are 1, ζ±ν1 , . . . , ζ±νd . This is possible
by the last statement of Proposition 2.3.1.(1) and (1.1) (see Section 2.3). By the
above paragraph, if c | n with c 6= 1 then the lists (cνi)1≤i≤d and (ci)1≤i≤d represent
the same elements in Γn, up to ordering, and hence (νi)1≤i≤d and (i)1≤i≤d represent
the same elements of Γn

c
, up to ordering. We express this by writing

(νi) ∼n
c

(i) for every c | n with c 6= 1.

This provides restrictions on d, n and the νi.
Moreover, Cb(χ2d(u) − 1) and Cb(χ2d(g0) − 1) are the coefficients of αb in the

expression in the basis B of αν1 + · · · + ανd and α1 + · · · + αd, respectively. By
(3.17), (3.18) and Proposition 2.2.5 we obtain for every b ∈ B that

Cb(χ2d(g0)− 1) =
d∑
i=1

µ(γ(i)) · δ(n/γ(i))
b,i (3.21)

and that

Cb(χ2d(u)− 1) =
d∑
i=1

κνi · µ(γ(νi)) · δ(n/γ(νi))
b,νi

. (3.22)

Therefore

Cb(χ2d(u)− 1)− Cb(χ2d(g0)− 1) =

d∑
i=1

(
κνiµ(γ(νi))δ

(n/γ(νi))
b,νi

− µ(γ(i))δ
(n/γ(i))
b,i

)
. (3.23)

Lemma 3.3.4. 1. If κνi 6= 1 for some 1 ≤ i ≤ d then n
d
is the smallest prime

dividing n and κνj = 1 for every 1 ≤ j ≤ d with j 6= i.

2. If d > 3 then n is not divisible by any prime greater than d.

Proof. Let p denote the smallest prime dividing n.
(1) Suppose that κνi 6= 1. Then νi ≡ 0 mod n. As (i) ∼n

p
(νi) we deduce that

k ≡ 0 mod n
p
for some 1 ≤ k ≤ d. Therefore d = k = n

p
and for every 1 ≤ j ≤ d

with j 6= i we have νj 6≡ 0 mod n
p
. Hence κνj = 1.
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(2) Suppose that q is a prime divisor of n with d < q. Then n
d
6= p and therefore,

by (1), κνi = 1 for every 1 ≤ i ≤ d. Thus, by (3.20) and (3.23) and ignoring the
signs provided by the µ(γ(i)) and µ(γ(νi)), it is enough to show that δ(n/γ(i))

b,i 6= 0

for at most two i’s and δ(n/γ(νi))
b,νi

6= 0 for at most two i’s, since by assumption d > 3,
i.e. d ≥ 5. Observe that if 1 ≤ i ≤ d then q - i and hence n

γ(i)
is multiple of q.

Moreover, if 1 ≤ i, j ≤ d with i 6= j then −q < i − j < i + j < 2q. Therefore
i 6∼q j unless j = q − i. As (i) ∼n/p (νi) and q | n

p
we have (i) ∼q (νi), the lemma

follows.

We obtain an upper bound for |Cb(χ2d(u)− 1)− Cb(χ2d(g0)− 1)| in terms of
P (d). Recall that P (d) denotes the number of prime divisors of d.

Lemma 3.3.5. For every b ∈ B we have

|Cb(χ2d(u)− 1)− Cb(χ2d(g0)− 1)| ≤ 1 + 2P (d)+2.

Moreover if κνi = 1 for every 1 ≤ i ≤ d then

|Cb(χ2d(u)− 1)− Cb(χ2d(g0)− 1)| ≤ 2P (d)+2.

Proof. Using (3.23), and ignoring the sings given by µ(γ(i)) and µ(γ(νi)), it is
enough to prove that

d∑
i=1

δ
(n/γ(i))
b,i ≤ 2P (d)+1 and

d∑
i=1

κνiδ
(n/γ(νi))
b,νi

≤ 1 + 2P (d)+1.

Observe that κνi = 2 for at most one i by Lemma 3.3.4.(1). Recall that
d′ =

∏
p|d p. Thus the lemma is a consequence of the following inequalities for

every e dividing d′:∣∣∣{1 ≤ i ≤ d : gcd(d, γ(i)) = e, δ
(n/γ(i))
b,i = 1

}∣∣∣ ≤ 2 and

∣∣∣{1 ≤ i ≤ d : gcd(d, γ(νi)) = e, δ
(n/γ(νi))
b,νi

= 1
}∣∣∣ ≤ 2,

since the number of divisors of d′ is 2P (d) and if κνi = 2 for some νi this provides
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an additional 1. We prove the second inequality, only using that (νi) ∼d (i). This
implies the first inequality by applying the second one to u = g0.

For a fixed e dividing d′ let

Ye =
{

1 ≤ i ≤ d : gcd(d, γ(νi)) = e, δ
(n/γ(νi))
b,νi

= 1
}
.

By changing the sign of some νi’s, we may assume without loss of generality that
if δ(n/γ(νi))

b,νi
= 1 then b ≡ νi mod n

γ(νi)
. Thus, if i ∈ Ye then b ≡ νi mod n

γ(νi)
. We

claim that if i, j ∈ Ye then νi ≡ νj mod d. Indeed, let p be prime divisor of d. If
np 6= dp then dp ≤

(
n

γ(νi)

)
p
, so νi ≡ νj mod dp. If p - e then np =

(
n

γ(νi)

)
p
and so

also νi ≡ νj mod dp. Otherwise, i.e. if np = dp and p | e, then p divides both γ(νi)

and γ(νj) and νi ≡ νj mod dp
p
. Therefore νi ≡ νj mod np, by Lemma 2.2.4.(2). As

(νi) ∼d (i) and there are at most two i’s with 1 ≤ i ≤ d representing the same
class in Γd, we deduce that |Ye| ≤ 2, as desired.

We are ready to finish the proof of Theorem 3.3.1. Recall that we are arguing
by contradiction and n, and hence also d, is odd.

By (3.20) and Lemma 3.3.5 we have d ≤ 1 + 2P (d)+2 and this has strong
consequences on the possible values of d. Indeed if P (d) ≥ 3 then

1 + 2P (d)+2 ≥ d ≥ 3 · 5 · 7 · 2P (d)−3 > (105− 25) + 2P (d)+2 = 73 + 2P (d)+2,

a contradiction. Thus, if P (d) = 2 then d = 15 and if P (d) = 1 then d ∈ {3, 5, 7, 9}.
However, if d = 9 then we have that |Cb0(χ18(u)− 1)− Cb0(χ18(g0)− 1)| = 9

by Lemma 3.3.5 and hence κνi = 2 for one 1 ≤ i ≤ d. This implies, by
Lemma 3.3.4.(1), that n = 27 contradicting the assumptions that n is not a prime
power. Therefore d ∈ {3, 5, 7, 15}. We deal with these cases separately using
(3.21), (3.22) and (3.23). Observe that if p is a prime integer bigger than d then
p | n

γ(i)
for every 1 ≤ i ≤ d and so also p | n

γ(νi)
, since (i) ∼p (νi).

Assume that d = 3. Combining Lemma 3.3.4.(1) with the assumptions that n
is not a prime power, we deduce that κνi = 1 for every 1 ≤ i ≤ 3. Suppose that
there is a prime p | n with p ≥ 7. Then p | n

γ(i)
and p | n

γ(νi)
for every 1 ≤ i ≤ 3.

Therefore ∣∣∣{1 ≤ i ≤ 3 : δ
(n/γ(i))
b,i = 1

}∣∣∣ ≤ 1 for every b ∈ B
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and ∣∣∣{1 ≤ i ≤ 3 : δ
(n/γ(νi))
b,νi

= 1
}∣∣∣ ≤ 1 for every b ∈ B

which implies |Cb0(χ6(u) − 1) − Cb0(χ6(g0) − 1)| ≤ 2, contradicting (3.20). So
n′ = 15.

Moreover, n3 = 3 because otherwise 3 | n
γ(i)

and 3 | n
γ(νi)

and so 15 | n
γ(i)

and
15 | n

γ(νi)
for every 1 ≤ i ≤ 3. Hence |Cb0(χ6(u)− 1)| and |Cb0(χ6(u)− 1)| are both

at most 1, in contradiction with (3.20). If 53 | n, then 25 | n
γ(νi)

and 25 | n
γ(i)

for
every 1 ≤ i ≤ 3, which implies |Cb0(χ6(g0)− 1)| ≤ 1 and |Cb0(χ6(u)− 1)| ≤ 1,
again a contradiction. Therefore n ∈ {15, 75}. Since (i) ∼3 (νi), we may assume
that 3 | ν3 and 3 - νi for i = 1, 2.

Suppose that n = 15. Then, as (i) ∼5 (νi), we have γ(1) = γ(2) = γ(ν1) =

γ(ν2) = 1 and γ(3) = γ(ν3) = 3. So Cb(χ6(g0) − 1) = δ15
b,1 + δ15

b,2 − δ5
b,3 and

Cb(χ6(u)− 1) = δ15
b,ν1

+ δ15
b,ν2
− δ5

b,ν3
for every b ∈ B, implying

Cb(χ6(u)− 1)− Cb(χ6(g0)− 1) = δ15
b,ν1

+ δ15
b,ν2
− δ5

b,ν3
− δ15

b,1 − δ15
b,2 + δ5

b,3.

Since 1 �15 2, we must have Cb0(χ6(u)−1)−Cb0(χ6(g0)−1) = 3 and ν3 ∼5 1 while
ν1 ∼5 ν2 ∼5 2. Then C1(χ6(u)− 1)− C1(χ6(g0)− 1) = −2, contradicting (3.19).

Suppose that n = 75. Then γ(1) = γ(2) = 5, γ(3) = 3 and

Cb(χ6(g0)− 1) = −δ15
b,1 − δ15

b,2 − δ25
b,3 for every b ∈ B.

Suppose ν3 ∼25 3. Then

Cb(χ6(u)− 1) = −δ15
b,ν1
− δ15

b,ν2
− δ25

b,ν3
for every b ∈ B.

As δ25
b,ν3

= δ25
b,3, we have |Cb0(χ6(u)−1)−Cb0(χ6(g0)−1)| ≤ 2, contradicting (3.20).

Thus ν3 6∼25 3 and we may assume ν1 ∼25 3. If ν3 ∼25 2 then

Cb(χ6(u)− 1) = δ75
b,ν1
− δ15

b,ν2
+ δ5

b,ν3
for every b ∈ B.

However C13(χ6(u) − 1) − C13(χ6(g0) − 1) = 2, contradicting (3.19). So ν3 ∼25 1

and arguing as above we obtain C14(χ6(u) − 1) − C14(χ6(g0) − 1) ∈ {1, 2}, again
a contradiction with (3.19).
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Assume that d = 5. By Lemma 3.3.4.(2) and the assumptions on n, we obtain
n′ = 15. As (i) ∼5 (vi), we may assume that 5 | ν5 and 5 - νi for every 1 ≤ i ≤ 4.
Suppose that n = 15. In this case

Cb(χ10(g0)− 1) = δ15
b,1 + δ15

b,2 − δ5
b,3 + δ15

b,4 − δ3
b,5 for every b ∈ B.

If 3 | ν5 and 3 - νi for every 1 ≤ i ≤ 4, then

Cb(χ10(u)− 1) = δ15
b,ν1

+ δ15
b,ν2

+ δ15
b,ν3

+ δ15
b,ν4

+ 2 for every b ∈ B

and hence

C1(χ10(u)− 1)− C1(χ10(g0)− 1) = 2 + δ15
1,ν1

+ δ15
1,ν2

+ δ15
1,ν3

+ δ15
1,ν4
≤ 4,

contradicting (3.19). Therefore, as (i) ∼3 (νi), we may assume that 3 | ν1 and
3 - νi for every 2 ≤ i ≤ 5. This implies

Cb(χ10(u)− 1) = −δ5
b,ν1

+ δ15
b,ν2

+ δ15
b,ν3

+ δ15
b,ν4
− δ3

b,ν5
for every b ∈ B.

As both |Cb0(χ10(u)− 1)| and |Cb0(χ10(g0)− 1)| are at most 2, we obtain a con-
tradiction with (3.20). Therefore n 6= 15 and κνi = 1 for every 1 ≤ i ≤ 5 by
Lemma 3.3.4.(1).

If 25 | n or 27 | n then it is easy to see that |Cb0(χ10(u)− 1)| ≤ 2 and
|Cb0(χ10(g0)− 1)| ≤ 2, contradicting (3.20). Thus n = 45. In this case we have

Cb(χ10(g0)− 1) = −δ15
b,1 + δ45

b,2 + δ45
b,3 + δ45

b,4 − δ9
b,5 for every b ∈ B.

If ν5 ∼9 1 then

Cb(χ10(u)− 1) = δ45
b,ν1

+ δ45
b,ν2

+ δ45
b,ν3

+ δ45
b,ν4

+ δ3
b,ν5

for every b ∈ B.

As (i) ∼15 (νi), we obtain |Cb0(χ10(u)− 1)| ≤ 2 and |Cb0(χ10(g0)− 1)| ≤ 2

contradicting (3.20). If ν5 6∼9 1 then we may assume that ν1 ∼9 1. Hence

Cb(χ10(u)− 1) = −δ15
b,ν1

+ δ45
b,ν2

+ δ45
b,ν3

+ δ45
b,ν4
− δ9

b,ν5
for every b ∈ B.
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Again as (i) ∼15 (νi), we have both |Cb0(χ10(u)− 1)| and |Cb0(χ10(g0)− 1)| at
most 2, which yields a contradiction.

Assume that d = 7. As (i) ∼7 (νi), we may assume that 7 | ν7 and 7 - νi
for every 1 ≤ i ≤ 6. Thus 7 | n

γ(i)
and 7 | n

γ(νi)
for every 1 ≤ i ≤ 6. Hence

|Cb0(χ14(g0)− 1)| ≤ 3. Moreover, if κν7 6= 2 then we also have |Cb0(χ14(u)− 1)| ≤
3 yielding a contradiction with (3.20). Therefore κν7 = 2 (i.e. n | ν7) and by
Lemma 3.3.4 and the assumptions on n we deduce that either n = 21 or n = 35.

Suppose that n = 21. As (i) ∼3 (νi) we may assume that 3 | ν3 and 3 - νi for
every i ∈ {1, 2, 4, 5, 6}. This implies for every b ∈ B that

Cb(χ14(u)− 1) = δ21
b,ν1

+ δ21
b,ν2
− δ7

b,ν3
+ δ21

b,ν4
+ δ21

b,ν5
+ δ21

b,ν6
+ 2

and
Cb(χ14(g0)− 1) = δ21

b,1 + δ21
b,2 − δ7

b,3 + δ21
b,4 + δ21

b,5 − δ7
b,6 − δ3

b,7.

Hence, as (i) ∼7 (νi), we obtain |Cb0(χ14(g0)− 1)| ≤ 2 and |Cb0(χ14(u)− 1)| ≤ 4,
contradicting (3.20).

Suppose that n = 35. As (i) ∼5 (νi) and (i) ∼7 (νi), we have for every b ∈ B
that

Cb(χ14(u)− 1) = δ35
b,ν1

+ δ35
b,ν2

+ δ35
b,ν3

+ δ35
b,ν4

+ δ35
b,ν5

+ δ35
b,ν6

+ 2

and
Cb(χ14(g0)− 1) = δ35

b,1 + δ35
b,2 + δ35

b,3 + δ35
b,4 − δ7

b,5 + δ35
b,6 − δ5

b,7.

Hence, again |Cb0(χ14(g0)− 1)| ≤ 2 and |Cb0(χ14(u)− 1)| ≤ 4, yielding a contra-
diction with (3.20).

Finally assume that d = 15. Suppose that n = 45. In this case we have for
every b ∈ B that

Cb(χ30(g0)− 1) = −δ15
b,1 + δ45

b,2 + δ45
b,3 + δ45

b,4 − δ9
b,5 + δ45

b,6 + δ45
b,7 − δ15

b,8

−δ15
b,9 + δ3

b,10 + δ45
b,11 + δ45

b,12 + δ45
b,13 + δ45

b,14 − δ9
b,15,

which implies that |Cb0(χ30(g0)− 1)| ≤ 4. Since (i) ∼5 (νi), we deduce that
|Cb0(χ30(u) − 1)| ≤ 10, since at most ten of the µ(γ(νi)) are equal. This yields a
contradiction with (3.20). Therefore n 6= 45 and κνi = 1 for every 1 ≤ i ≤ 15 by
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Lemma 3.3.4.(1). If there is a prime p | n with p ≥ 7 then it is easy to see that
|Cb0(χ30(g0)−1)| ≤ 7 and |Cb0(χ30(u)−1)| ≤ 7, in contradiction with (3.20). Thus
n′ = 15. If 25 | n or 27 | n then |Cb0(χ30(g0) − 1)| ≤ 6 and |Cb0(χ30(u) − 1)| ≤ 6,
again a contradiction. As 15 is a proper divisor of n, this implies n = 45 yielding
the final contradiction.

This finishes the proof of Theorem 3.3.1.



CHAPTER 4

On the Zassenhaus Conjecture for SL(2,q)

In this chapter we study (ZC1) for the special linear groups SL(2, q) with q a prime
power. The results appeared in [dRS18].

Along this chapter

p is a prime integer, q = pf for a positive integer f, G = SL(2, q)

G = PSL(2, q) and π̄ : G→ G.

The goal of this chapter is to prove Theorem 4.2.2, namely we prove that every
torsion unit in V(ZG) of order coprime with p is rationally conjugate to an element
of G. As a consequence of this result we prove (ZC1) for the groups SL(2, p) and
SL(2, p2) with p a prime number (see Theorem 4.2.1). This is the first positive
result on (ZC1) for an infinite series of non-solvable groups. Theorem 4.2.1 will
follow as a consequence of Theorem 4.2.2 and known results on torsion units of
V(ZG) collected in Section 2.3.

The proof of Theorem 4.2.2 follows the structure of the proof of Theorem 3.3.1
with different calculations based on two facts. On the one hand, the order of the
unit might be even which introduces some difficulties not encountered in the proof
of Theorem 3.3.1. Observe that a similar result for G and units of even order is
not possible using this method by Theorem 3.2.1. On the other hand, this result
is valid for G and not for G because of the fact that the characters Ψm of G (see
Lemma 2.3.3) with m even do not lift to characters on G.

77
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In Section 4.1 we deal with units of order a prime power. For that we simply
apply the standard HeLP Method. Finally in Section 4.2 we complete the proof
of Theorem 4.2.2.

Throughout this chapter we use Notation 2.3.4 without further mention.

4.1 Units of prime power order

In this section we prove a particular case of Theorem 4.2.2.
We first prove some consequences of Proposition 2.3.1. Recall that J denotes

the unique element of order 2 in G. Let u be an element of order n in V(ZG) with
gcd(n, q) = 1.

Proposition 4.1.1. 1. If 4 - n and π̄(u) is rationally conjugate to an element
of G then u is rationally conjugate to an element of G.

2. If gcd(n, q) = 1 and either n = 4 or 4 - n then u is rationally conjugate to
an element of G.

3. If f ≤ 2 and p | n then u is rationally conjugate to an element of G.

Proof. (1) Suppose that n is not multiple of 4. If n is even then the order of Ju
is odd, by Proposition 2.3.2.(1). Thus, we may assume without loss of generality
that the order of u is odd. If εg(u) 6= 0 then |g| is odd, by Proposition 2.3.2.(3),
and hence εg(u) = επ̄(g)(π̄(u)) ≥ 0, by Proposition 2.3.1.(4). Thus u is rationally
conjugate to an element of G.

(2) Suppose that p - n. By Proposition 2.3.1.(3), G has a unique conjugacy
class C formed by elements of order 4 and a unique element of order 2. Thus,
by Theorem 1.2.4.(1) and Proposition 2.3.2.(3), if n = 4 then εg(u) = 0 for every
g 6∈ C, and hence u is rationally conjugate to an element of G, by Theorem 1.2.6.

If 4 - n then |π(u)| is coprime with 2q, by Proposition 2.3.2.(2), and hence π(u)

is rationally conjugate to an element of G, by Theorem 3.3.1. Then u is rationally
conjugate to an element of G by (1).

(3) In this case |π̄(u)| = p by Proposition 2.3.2.(2) and [BM17a, Theorem A].
Then n is either p or 2p, by Proposition 2.3.2.(2), and π̄(u) is rationally conjugate
to an element of G, by Proposition 2.3.1.(2). Thus u is rationally conjugate to an
element of G, by (1).
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We introduce some p-Brauer characters of G. Let g be an element of G of
order n with p - n and let ξn denote a primitive n-th root of unity in a field F

of characteristic p. By Lemma 2.3.3, we deduce that for every positive integer m
there is an F -representation θm of G of degree 1 +m such that

θm(g) =

diag (1, ξ2
n, ξ
−2
n , . . . , ξmn , ξ

−m
n ) , if 2 | m;

diag (ξn, ξ
−1
n , ξ3

n, ξ
−3
n , . . . , ξmn , ξ

−m
n ) , if 2 - m.

(4.1)

In particular, the restriction to 〈g〉 of the p-Brauer character associated to θm is
given by

Ψm(gi) =
m∑

j=−m
j≡m mod 2

ζ ijn .

Proposition 4.1.2. Let G = SL(2, q) with q an odd prime power and let u be a
torsion element of V(ZG). If the order of u is a prime power and it is coprime
with q then u is rationally conjugate to an element of G.

Proof. By Proposition 4.1.1.(2) we may assume that |u| = 2r with r ≥ 3. We
argue by induction on r. So we assume that units of order 2k with 1 ≤ k ≤
r − 1 are rationally conjugate to an element of G. By Proposition 2.3.2.(3) and
Proposition 2.3.1.(3), G has an element g0 of order 2r such that {gk0 : k =

0, 1, 2, . . . , 2r−1} is a set of representatives of the conjugacy classes of G with
order a divisor of 2r. By Theorem 1.2.4.(3), the only possible non-zero partial
augmentations of u are the integers εk = εgk0 (u), with k = 1, . . . , 2r−1 − 1. By
the induction hypothesis, if 2 ≤ i ≤ r then εg(u

2i) ≥ 0 for every g ∈ G and, by
Theorem 1.2.6, it suffices to prove that εk = 0 for all but one k = 0, 1, . . . , 2r−1.

By Proposition 2.3.1.(2) and Proposition 2.3.2.(2), π̄(u) is rationally conjugate
to an element of order 2r−1 in G and hence ε2r−2 = επ̄(g0)2r−2 (π̄(u)) = 0, by
Proposition 2.3.1.(4).

For a p-Brauer character Ψ of G and an integer ` define

A(Ψ, `) =
2r−1−1∑
k=1

εk · TrQ(ζ2r )/Q
(
Ψ(gk0) · ζ−`2r

)
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and

B(Ψ, `) =
r−1∑
k=0

TrQ(ζ
2k

)/Q

(
Ψ(g2r−k

0 ) · ζ−`
2k

)
.

Then, by (1.1), we have

1

2r
(A(Ψ, `) +B(Ψ, `)) ∈ Z≥0. (4.2)

Observe that B(Ψ, `+ 2r−1) = B(Ψ, `) and A(Ψ, `+ 2r−1) = −A(Ψ, `). Therefore,
from (4.2) it follows that

if B(Ψ, `) = 0 then A(Ψ, `) = 0; (4.3)

and that

if B(Ψ, `) = 2r−1 then A(Ψ, `) = ±2r−1. (4.4)

We will calculate B(Ψ, `) and A(Ψ, `) for several p-Brauer characters Ψ and
several integers ` and for that we will use Lemma 2.2.6 without further mention.
We start proving that

if 0 ≤ h ≤ r − 2 and 2r−1 | ` then B(Ψ2h , `) =

2r−1, if h ≥ 1;

0, if h = 0;
(4.5)

and that if 0 ≤ h ≤ r − 3, 2h | ` and 2r−1 - ` then

B(Ψ2h , `) =

2r−1, if ` ≡ ±2h mod 2r−1;

0, otherwise.
(4.6)

In both cases we argue by induction on h with the cases h = 0 and h = 1 being
straightforward. Suppose that 1 < h ≤ r− 2, 2r−1 | ` and B(Ψ2h−1 , `) = 2r−1. If j
is even, then it easy to see that

r−1∑
k=0

TrQ(ζ
2k

)/Q

(
ζ2h−1+j

2k
+ ζ−2h−1−j

2k

)
= 0.
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This implies that

B(Ψ2h , `) = B(Ψ2h−1 , `) +
2h−1∑
j=2
2|j

r−1∑
k=0

TrQ(ζ
2k

)/Q

(
ζ2h−1+j

2k
+ ζ−2h−1−j

2k

)
= 2r−1.

This finishes the proof of (4.5).

Suppose that 1 < h ≤ r − 3, 2h | ` and 2r−1 - `. In this case the induction
hypothesis implies B(Ψ2h−1 , `) = 0. Arguing as in the previous paragraph we get
B(Ψ2h , `) =

∑2h−1

j=2,2|j
∑r−1

k=0 TrQ(ζ
2k

)/Q

((
ζ2h−1+j

2k
+ ζ

−(2h−1+j)

2k

)
ζ−`

2k

)
. However, if j

is even and smaller than 2h−1 then

r−1∑
k=0

TrQ(ζ
2k

)/Q

((
ζ2h−1+j

2k
+ ζ

−(2h−1+j)

2k

)
ζ−`

2k

)
= 0.

Therefore, having in mind that ζ2h

2h+2 + ζ−2h

2h+2 = 0 we have

B(Ψ2h , `) =
h∑
k=0

TrQ(ζ
2k

)/Q

((
ζ2h

2k + ζ−2h

2k

)
ζ−`

2k

)
+ ε2h+1

+
r−1∑

k=h+3

TrQ(ζ
2k

)/Q

((
ζ2h

2k + ζ−2h

2k

)
ζ−`

2k

)
,

where ε = 1 if 2h+1 - ` and ε = −1 otherwise. Then the claim follows using the
following equalities that can be proved by straightforward calculations:

h∑
k=0

TrQ(ζ
2k

)/Q

((
ζ2h

2k + ζ−2h

2k

)
ζ−`

2k

)
= 2h+1

and

r−1∑
k=h+3

TrQ(ζ
2k

)/Q

(
ζ2h−`

2k
+ ζ−2h−`

2k

)
=


0, if 2h+1 | `;

2r−1 − 2h+2, if 2h+1 - `, ` ≡ ±2h mod 2r−1;

−2h+2, if 2h+1 - `, ` 6≡ ±2h mod 2r−1.

This finishes the proof of (4.6).
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We now prove, by induction on h, that the following two statements hold for
any integer 0 ≤ h ≤ r − 3 and Xh = {i ∈ {1, . . . , 2r−2} : i ≡ ±1 mod 2r−h}:∑

k∈Xh

(εk − εk+2r−h−1) = ±1; (4.7)

if i ≡ ±j mod 2r−h−1 and i 6≡ 0,±1 mod 2r−h−1 then εi = εj; (4.8)

and that the next one holds for every 0 ≤ h ≤ r − 2:

if i ≡ 0 mod 2r−h−1 then εi = 0. (4.9)

Observe that X0 = {1}. Fix an integer i. Then for every integer k we have

TrQ(ζ2r )/Q
((
ζk2r + ζ−k2r

)
ζ−i2r

)
=


2r−1, if k ≡ i mod 2r;

−2r−1, if k ≡ 2r−1 − i mod 2r;

0, otherwise.

Thus A(Ψ1, i) = 2r−1 (εi − εi+2r−1) and hence for h = 0, (4.7) and (4.8) follows
at once from (4.3), (4.4) and (4.6). Moreover, for h = 0, (4.9) is clear because
ε2r−1 = 0.

Suppose 0 < h ≤ r − 3 and (4.7), (4.8) and (4.9) hold for h replaced by h− 1.
Suppose also that i 6≡ 0 mod 2r−h−1. To prove (4.7) and (4.8) we first compute
A(Ψ2h , 2

hi) which we split in three summands:

A(Ψ2h , 2
hi) =

2r−1−1∑
k=1

εk TrQ(ζ2r )/Q(ζ−2hi
2r )

+
2h−2∑
j=2
2|j

2r−1−1∑
k=1

εk TrQ(ζ2r )/Q

((
ζkj2r + ζ−kj2r

)
ζ−2hi

2r

)

+
2r−1−1∑
k=1

εk TrQ(ζ2r )/Q

(
ζ

2h(k−i)
2r + ζ

−2h(k+i)
2r

)
.

We now prove that the first two summands are 0. This is clear for the first one
because 2r−1 - 2hi. To prove that the second summand is 0, let 2 ≤ j ≤ 2h − 2
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and 2 | j. Observe that 2h - j. Thus, if k is odd then the order of ζ±kj−2hi
2r

is multiple of 2r−h−1 and, as h ≤ r − 3, we deduce that TrQ(ζ2r )/Q

(
ζkj−2hi

2r

)
=

TrQ(ζ2r )/Q

(
ζ−kj−2hi

2r

)
= 0. Thus we only have to consider the summands with k

even. Actually we can exclude also the summands with 2r−h | k because, by the
induction hypothesis on (4.9), for such k we have εk = 0. For the remaining values
of k (i.e. k even and not multiple of 2r−h) we have εk = εl if k ≡ l mod 2r−h−1, by
the induction hypothesis on (4.8). So, we can rewrite

2r−1−1∑
k=1

εk TrQ(ζ2r )/Q

((
ζkj2r + ζ−kj2r

)
ζ−2hi

2r

)
as

∑
l∈Z/2r−h−1Z

εl TrQ(ζ2r )/Q

ζ l−2hi
2r

2h−1∑
a=0

(ζ2r−h−1j
2r )a

+ ζ−l−2hi
2r

2h−1∑
a=0

(ζ−2r−h−1j
2r )a

 ,

which is 0 because ζ2r−h−1j
2r is a root of unity different from 1 and of order dividing

2h, as j is even but not multiple of 2h. This finishes the proof that the first two
summands are 0. To finish the calculation of A(Ψ2h , 2

hi) we compute

TrQ(ζ2r )/Q

(
ζ

2h(k−i)
2r + ζ

−2h(k+i)
2r

)
=


2r−1, if k ∈ Xh,i;

−2r−1, if k − 2r−1 ∈ Xh,i;

0, otherwise,

where Xh,i = {k ∈ {1, . . . , 2r−2} : k ≡ ±i mod 2r−h}. So we have proved the
following:

A(Ψ2h , 2
hi) = 2r−1

∑
k∈Xh,i

(εk − εk+2r−h−1).

Then (4.7) follows from (4.4), (4.6) and the previous formula. Using (4.3) we also
obtain that

∑
k∈Xh,i εk =

∑
k∈Xh,i εk+2r−h−1 if i 6≡ ±1 mod 2r−h−1. However, in this

case the induction hypothesis for (4.8) means that the εk with k ∈ Xh,i are all
equal and the εk+2r−h−1 with k ∈ Xh,i are all equal. Hence (4.8) follows.

In order to deal with (4.9), assume that 0 < h ≤ r−2. By induction hypothesis
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on (4.9) we have εk = 0 if 2r−h | k, and by the induction hypothesis on (4.8), we
have that εk is constant on the set X formed by integers 1 ≤ k ≤ 2r−1 such
that k ≡ 2r−h−1 mod 2r−h. We will use these two facts without specific mention.
Arguing as before we have

A(Ψ2h , 0) =
2r−1−1∑
k=1

εk TrQ(ζ2r )/Q

(
1 + ζ2hk

2r + ζ−2hk
2r

)

+
2r−1−1∑
k=1

εk TrQ(ζ2r )/Q

2h−1−1∑
j=1

ζ2jk
2r + ζ−2jk

2r

 ;

and hence

A(Ψ2h , 0) =
2r−1−1∑

k=1,2r−h-k

εk TrQ(ζ2r )/Q

(
1 + ζ2hk

2r + ζ−2hk
2r

)
.

As

TrQ(ζ2r )/Q

(
1 + ζ2hk

2r + ζ−2hk
2r

)
=

2r−1, if 2r−h−1 - k;

−2r−1, if 2r−h−1 | k and 2r−h - k;

we obtain

A(Ψ2h , 0) = 2r−1

 ∑
2r−h−1-k

εk −
∑

2r−h−1|k

εk


= 2r−1

(
1− 2

∑
k∈X

εk

)
= 2r−1 (1− 2|X|εk) .

From (4.4) and (4.5) we deduce that if k ∈ X then 1 − 2|X|εk = ±1 and hence
εk = 0, since |X| = 2r−h−1 ≥ 2, as h ≤ r − 2. This finishes the proof of (4.9).

To finish the proof of the proposition it is enough to show that εi 6= 0 for
exactly one i ∈ {1, . . . , 2r−1 − 1}. If i is even then εi = 0, by (4.9) with h = r− 2.

We claim that if εi 6= 0 then i ≡ ±1 mod 2r−1. Otherwise, there are integers
2 ≤ v ≤ r − 2 and 2 < i < 2r−1 − 1 satisfying i 6≡ ±1 mod 2v+1 and εi 6= 0.
We choose v minimum with this property for some i. Then (1) εk = 0 for every
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k 6≡ ±1 mod 2v and (2) i ≡ ±(k + 2v) mod 2v+1 for every k ∈ Xr−v−1. (1) implies
that

∑
k∈Xr−v−1

(εk+εk+2v) = 1. On the other hand 1 ≤ r−v−1 ≤ r−3 and hence
applying (4.7) and (4.8) with h = r − v − 1 we deduce from (2) that εi = εk+2v

for every k ∈ Xr−v−1 and
∑

k∈Xr−v−1
(εk − εk+2v) = ±1. Using |Xr−v−1| = 2r−v−1

and εi 6= 0 we deduce that 2r−vεi = 2
∑

k∈Xr−v−1
εk+2r−v = 2, in contradiction with

2 ≤ r − v. This finishes the proof of the claim.
Then the only possible non-zero partial augmentations of u are ε1 and ε2r−1−1.

Hence ε1 + ε2r−1−1 = 1 and, by applying (4.7) with h = 0 we deduce that ε1 −
ε2r−1−1 = ±1. Therefore, either ε1 = 0 or ε2r−1−1 = 0, i.e. εi 6= 0 for exactly one
i ∈ {1, . . . , 2r−1 − 1}, as desired.

4.2 (ZC1) holds for units of order coprime to q in SL(2,q)

In this section we prove the following theorems.

Theorem 4.2.1. (ZC1) holds for SL(2, pf ) with p a prime number and f ≤ 2.

Theorem 4.2.2. Let G = SL(2, q) with q an odd prime power and let u be a
torsion element of V(ZG) of order coprime with q. Then u is rationally conjugate
to an element of G.

Observe that for q odd, Theorem 4.2.1 follows at once from Theorem 4.2.2 and
Proposition 4.1.1.(3). On the other hand SL(2, 2) ∼= S3 and SL(2, 4) ∼= A5 for
which (ZC1) holds. So in the remainder of the section we concentrate on proving
Theorem 4.2.2.

Let u be an element of order n in V(ZG) with gcd(n, q) = 1. We have to show
that u is rationally conjugate to an element of G. By Proposition 4.1.1.(2), we
may assume that n is multiple of 4 and by Proposition 4.1.2 that n is not a prime
power. Moreover, we may also assume that n 6= 12 because this case follows easily
from known results and the HeLP Method. Indeed, if n = 12 then π̄(u) has order
6, by Proposition 2.3.2.(2) and hence π̄(u) is rationally conjugate to an element of
G, by Proposition 2.3.1.(2). Using this and the fact that G has a unique conjugacy
class for each of the orders 3, 4 or 6 and two conjugacy classes of elements of order
12, and applying (1.1) with χ = Ψ1 and ` = 1, 5 it easily follows that all the partial
augmentations of u are non-negative.
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In the remainder we follow the strategy of the proof of Theorem 3.3.1. The
difference with the arguments of this result is twofold: On the one hand, now n is
even (actually multiple of 4) and this introduces some difficulties not appearing in
the proof of Theorem 3.3.1 where n was odd. On the other hand, for G we have
more Brauer characters than for G and this will help to reduce some cases.

As we did in Section 3.3, we have simplified the notation of Section 2.2 by
setting

γ = γn, γ̄ = γ̄n, αx = α(n)
x , κx = κ(n)

x , βb,x = β
(n)
b,x , B = Bn, B = Bn.

We argue by induction on n. So we also assume that ud is rationally conjugate
to an element of G for every divisor d of n with d 6= 1.

We will use the representations θm of G and p-Brauer characters Ψm of G
introduced in (4.1). Observe that the kernel of θm is trivial if m is odd, and
otherwise it is the center of G. Using this and the induction hypothesis on n it
easily follows that the order of θm(u) is n

2
if m is even, while, if m is odd then

the order of θm(u) is n. Combining this with Proposition 2.3.2.(4) we deduce that
θ1(u) is conjugate to diag(ζ, ζ−1) for a suitable primitive n-th root of unity ζ.
Hence there exists an element g0 ∈ G of order n such that θ1(g0) and θ1(u) are
conjugate. The element g0 ∈ G and the primitive n-th root of unity ζ will be
fixed throughout and from now on we abuse the notation and consider ζ both as a
primitive n-th root of unity in a field of characteristic p and as a complex primitive
n-th root of unity. Then

θm(g0) is conjugate to

diag (1, ζ2, ζ−2, . . . , ζm, ζ−m) , if 2 | m;

diag (ζ, ζ−1, ζ3, ζ−3, . . . , ζm, ζ−m) , if 2 - m;

and

Ψm(gi0) =
m∑

j=−m
j≡m mod 2

ζ ij =

1 + α2i + α4i + · · ·+ αmi, if 2 | m;

αi + α3i + · · ·+ αmi, if 2 - m.
(4.10)

By the induction hypothesis on n, if c is a divisor of n with c 6= 1 then uc is
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rationally conjugate to gi0 for some i and hence ζc = ζ±i. Therefore c ∼n i and
hence uc is conjugate to gc0.

Again as in Section 3.3, but now using Proposition 2.3.1.(3), we deduce that
x 7→ (gx0 )G induces a bijection from Γn to the set of conjugacy classes of G formed
by elements of order dividing n, and for ever integer x (or x ∈ Γn) we set

εx = εgx0 (u) and λx =
∑
i∈Γn

εiαix.

The proof of the following lemma is exactly the same as the one of Lemma 3.3.3.

Lemma 4.2.3. u is rationally conjugate to g0 if and only if λi = αi for any positive
integer i.

So we have to prove that λi = αi for every positive integer i. We argue by
contradiction, so we assume that λd 6= αd for some positive integer d which we
assume to be minimal with this property. As in the proof of Theorem 3.3.1, d is
a proper divisor of n with d 6= 1, and λd = αd + dτ for some τ ∈ Z[α1]. By (4.10)
we have

Ψd(g0) =
d∑
i=0

i≡d mod 2

αi and Ψd(u) =
d∑
i=0

i≡d mod 2

λi.

Therefore we deduce that Ψd(u) = Ψd(g0) + dτ . Furthermore, τ 6= 0, as λd 6= αd.
Thus

Cb(Ψd(u)) ≡ Cb(Ψd(g0)) mod d for every b ∈ B (4.11)

and
d ≤ |Cb0(Ψd(u))− Cb0(Ψd(g0))| for some b0 ∈ B. (4.12)

We will use (4.11) and (4.12) to obtain a contradiction by comparing the
eigenvalues of θd(g0) and θd(u), as we did in Section 3.3. Recall that if ξ is an
eigenvalue of θd(u) then ξ and ξ−1 have the same multiplicity as eigenvalues of
θd(u). Therefore, if 3 ≤ h then the sum of the multiplicities of the eigenvalues
of θd(u) of order h is even. Moreover, for every p-regular element g of G, the
multiplicity of 1 as eigenvalue of θd(g) is congruent modulo 2 with the degree
d+ 1 of Ψd. As n is not a prime power there is an odd prime r dividing n. By the
induction hypothesis θd(ur) is rationally conjugate to θd(gr0). Thus the multiplicity
of −1 as eigenvalue of θd(ur) is even. As the latter is the sum of the multiplicities
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as eigenvalues of θd(u) of −1 and the elements of order 2r, we deduce that the
multiplicity of −1 as eigenvalue of θd(u) is even. Using this we can see that θd(u)
is conjugate to diag(ζν−d , ζν2−d , . . . , ζνd−2 , ζνd) for integers ν−d, ν−d+2, . . . , νd−2, νd
such that ν−i = −νi for every i. Let Xd = {i : 1 ≤ i ≤ d, i ≡ d mod 2}. Then, by
Proposition 2.2.5, we have for every b ∈ B that

Cb(Ψd(u))− Cb(Ψd(g0)) =
∑
i∈Xd

(Cb(ανi)− Cb(αi))

=
∑
i∈Xd

(
κνiβb,νiµ(γ(νi))δ

(n/γ̄(νi))
b,νi

− κiβb,iµ(γ(i))δ
(n/γ̄(i))
b,i

)
. (4.13)

We now express by writing (ν(Xd)) ∼n
c

(Xd) with c | n and c 6= 1 that the
lists (νi)i∈Xd and (i)i∈Xd represent the same elements of Γn

c
, up to ordering. This

provides restrictions on d, n and the νi.
The following two lemmas are variants of Lemma 3.3.4 and Lemma 3.3.5. Their

proofs need some substantials variations with respect to the proofs of the ones in
Section 3.3. We include them for completeness.

Lemma 4.2.4. 1. Let i ∈ Xd. If κi 6= 1 then n = 2d and i = d. If κνi 6= 1 then
n
d
is the smallest prime dividing n and κνj = 1 for every j ∈ Xd \ {i}.

2. If d > 2 then n is not divisible by any prime greater than d. In particular if
d is prime then κνi = 1 for every i ∈ Xd.

Proof. Let r denote the smallest prime dividing n.
(1) The first statement is clear. Suppose that κνi 6= 1. Then either r = 2 and

νi ≡ 0 mod n
2
or νi ≡ 0 mod n. As (Xd) ∼n

r
(ν(Xd)) we deduce that k ≡ 0 mod n

r

for some k ∈ Xd. Therefore d = k = n
r
and for every j ∈ Xd \ {i} we have

νj 6≡ 0 mod n
r
. Thus κνj = 1.

(2) Suppose that t is a prime divisor of n with d < t. Then n
d
6= r and therefore,

by (1), κi = κνi = 1 for every i ∈ Xd. Thus, by (4.12) and (4.13), it is enough
to show that δ(n/γ̄(i))

b,i 6= 0 for at most one i ∈ Xd and δ
(n/γ̄(νi))
b,νi

6= 0 for at most
one i ∈ Xd. Observe that if i ∈ Xd then t - i and hence n

γ̄(i)
is multiple of t.

Moreover, if i and j are different elements of Xd then i and j have the same parity
and −t < i− j < i + j < 2t. Therefore i 6∼t j. Thus either δ

n
γ̄(i)

b,i = 0 or δ
n
γ̄(j)

b,j = 0.

As (Xd) ∼t (ν(Xd)), this also proves that δ
n

γ̄(νi)

b,νi
= 0 or δ

n
γ̄(νj)

b,νj
= 0.
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We obtain an upper bound for |Cb(Ψd(u))− Cb(Ψd(g0))| in terms of the number
of prime divisors P (d) of d.

Lemma 4.2.5. For every b ∈ B we have

|Cb(Ψd(u))− Cb(Ψd(g0))| ≤ 2 + 2P (d)+1.

Proof. Using (4.13) it is enough to prove that
∑

i∈Xd κiδ
(n/γ̄(i))
b,i ≤ 1 + 2P (d) and

that
∑

i∈Xd κνiδ
(n/γ̄(νi))
b,νi

≤ 1 + 2P (d). This is a consequence of Lemma 4.2.4.(1) and
the following inequalities for every e dividing d′:∣∣∣{i ∈ Xd : gcd(d, γ̄(i)) = e, δ

(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 1

and ∣∣∣{i ∈ Xd : gcd(d, γ̄(νi)) = e, δ
(n/γ̄(νi))
b,νi

= 1
}∣∣∣ ≤ 1.

We prove the second inequality, only using that (ν(Xd)) ∼d (Xd). This implies the
first inequality by applying the second one to u = g0.

Let Ye =
{
i ∈ Xd : gcd(d, γ̄(νi)) = e, δ

(n/γ̄(νi))
b,νi

= 1
}
. By changing the sign of

some νi’s, we may assume without loss of generality that if δ(n/γ̄(νi))
b,νi

= 1 then
b ≡ νi mod n

γ̄(νi)
. Thus, if i ∈ Ye then b ≡ νi mod n

γ̄(νi)
. We claim that if i, j ∈ Ye

then νi ≡ νj mod d. Indeed, let r be prime divisor of d. If nr 6= dr or r - e then
clearly νi ≡ νj mod dr. Otherwise, i.e. nr = dr and r | e, then r divides both γ̄(νi)

and γ̄(νj) and νi ≡ νj mod dr
r
. Therefore, by Lemma 2.2.4.(2), νi ≡ νj mod nr, as

desired. As (ν(Xd)) ∼d (Xd) and the elements of Xd represent different classes in
Γd we deduce that |Ye| ≤ 1. This finishes the proof of the lemma.

We are ready to finish the proof of Theorem 4.2.2. Recall that we are arguing
by contradiction.

By (4.12) and Lemma 4.2.5 we have d ≤ 2 + 2P (d)+1 and, using this, it is easy
to show that d ≤ 6 or d = 10. Indeed, if P (d) ≥ 3 then

2 + 2P (d)+1 ≥ d ≥ 2 · 3 · 5 · 2P (d)−3 > 14 + 2P (d)+1,

a contradiction. Thus P (d) = 2 and d ≤ 10 or P (d) = 1 and d ≤ 5. Hence d is
either 2, 3, 4, 5, 6 or 10. We deal with these cases separately.
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Suppose that d = 2. Then ν2 ∼np 2 for every prime p. By the assumptions
on n and Lemma 4.2.4.(1), this implies that κ2 = κν2 = 1, γ(2) = γ(ν2) and
βb0,2 = βb0,ν2 . Therefore

|Cb0(Ψ2(u))− Cb0(Ψ2(g0))| =
∣∣∣µ(γ(2))

(
δ

(n/γ̄(2))
b0,2

− δ(n/γ̄(ν2))
b0,ν2

)∣∣∣ ≤ 1

contradicting (4.12).

Suppose that d = 3. By Lemma 4.2.4 and the assumptions on n, we have
κi = κνi = 1 for every i ∈ X3 and n′ = 6. If 24 | n or 32 | n then we have that∣∣∣{i = 1, 3 : δ

(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 1 and
∣∣∣{i = 1, 3 : δ

(n/γ̄(νi))
b,νi

= 1
}∣∣∣ ≤ 1,

which implies |Cb0(Ψ3(u))− Cb0(Ψ3(g0))| ≤ 2, contradicting (4.12). Thus n = 24,
since n is neither 12 nor a prime power and it is multiple of 4. In this case we have
γ̄(1) = γ(1) = 2, γ̄(3) = γ(3) = 3, βb,1 = βb,3 = 1 and Cb(Ψ3(g0)) = −δ(12)

b,1 − δ
(8)
b,3

for every b ∈ B. We may assume that 3 | ν3 and 3 - ν1 because (ν(X3)) ∼3 (X3).
Suppose that ν3 ∼8 3 and ν1 ∼8 1. Then γ̄(ν1) = γ(ν1) = 2, γ̄(ν3) = γ(ν3) =

3, βb0,ν3 = 1 and δ
(8)
b0,3

= δ
(8)
b0,ν3

, which implies |Cb0(Ψ3(u))− Cb0(Ψ3(g0))| ≤ 2,
contradicting (4.12). Suppose now that ν3 ∼8 1 and ν1 ∼8 3. This implies that
ν1 ≡ ±3 mod 8 and ν1 ≡ ±1 mod 3 (because 3 | ν3 but 3 - ν1). Thus either
ν1 ≡ ±11 mod 24 or ν1 ≡ ±5 mod 24. As (ν(X3)) ∼12 (X3), we deduce that the
only possibility is ν1 ≡ ±11 mod 24. In this case we have γ̄(ν1) = γ(ν1) = 1 and
γ̄(ν3) = γ(ν3) = 6. Hence

C11(Ψ3(u))− C11(Ψ3(g0)) = δ
(24)
11,ν1

+ δ
(4)
11,ν3

+ δ
(12)
11,1 + δ

(8)
11,3 = 4,

contradicting (4.11).

Suppose that d = 4. By Lemma 4.2.4 and the assumptions on n, we have κi =

κνi = 1 for every i ∈ X4 and n′ = 6. If 33 | n or 23 | n then we have that∣∣∣{i = 2, 4 : δ
(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 1

which implies |Cb0(Ψ4(u))− Cb0(Ψ4(g0))| ≤ 3, contradicting (4.12). Therefore
n = 36. In this case we have γ(2) = 1 = βb0,2 = βb0,4 and γ(4) = 2, which implies
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|Cb0(Ψ4(g0))| ≤ 1 and hence |Cb0(Ψ4(u))− Cb0(Ψ4(g0))| ≤ 3, contradicting (4.12).
Suppose that d = 5. Since (ν(X5)) ∼5 (X5), there is exactly one νi which is

divisible by 5, say ν5. In particular, for i 6= 5 we have 5 | n
γ̄(νi)

and 5 | n
γ̄(i)

.
Moreover, if j is an integer not multiple of 5 then |{i = 1, 3 : νi ∼5 j}| ≤ 1. This
implies that∣∣∣{i = 1, 3 : δ

(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 1 and
∣∣∣{i = 1, 3 : δ

(n/γ̄(νi))
b,νi

= 1
}∣∣∣ ≤ 1.

On the other hand, as n 6= 10, we deduce that κi = 1 for every i ∈ X5, by
Lemma 4.2.4.(1). Therefore, using (4.12) and (4.13), we deduce that κν5 = 2, in
contradiction with Lemma 4.2.4.(1).

Suppose that d = 6. By Lemma 4.2.4, we have n′ | 30 and κi = κνi = 1 for
every i ∈ X6 because n 6= 12. If 25 | n, or 9 | n or 8 | n then we have∣∣∣{i = 2, 4, 6 : δ

(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 2 and
∣∣∣{i = 2, 4, 6 : δ

(n/γ̄(νi))
b,νi

= 1
}∣∣∣ ≤ 2.

This implies that |Cb0(Ψ6(u))− Cb0(Ψ6(g0))| ≤ 4, yielding a contradiction with
(4.12). Therefore n = 60 and hence βb,2 = βb,4 = βb,6 = 1, γ̄(2) = 1, γ̄(4) = γ(4) =

2 and γ̄(6) = γ(6) = 3. This implies that |Cb0(Ψ6(g0))| ≤ 2 and hence we obtain
that |Cb0(Ψ6(u))− Cb0(Ψ6(g0))| ≤ 5, yielding a contradiction with (4.12).

Suppose that d = 10. If 5 - n
γ̄(i)

for some i ∈ X10 then n5 = (γ̄(i))5 = 5 and
hence 5 | i. The same also holds for νi. Therefore, if 5 - i then 5 | n

γ̄(i)
and if 5 - νi

then 5 | n
γ̄(νi)

. Thus∣∣∣{i ∈ X10 : 5 - i, δ(n/γ̄(i))
b,i = 1

}∣∣∣ ≤ 2 and
∣∣∣{i ∈ X10 : 5 - νi, δ(n/γ̄(νi))

b,νi
= 1
}∣∣∣ ≤ 2.

This implies |Cb0(Ψ10(u))− Cb0(Ψ10(g0))| ≤ 8, contradicting (4.12).
This finishes the proof of Theorem 4.2.2.
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CHAPTER 5

On the Zassenhaus Conjecture and direct products

In this chapter and the following one we explain our contribution to the study of
the behavior of (ZC1) and (KP) under direct products. All the results of both
chapters appeared in [BKS18].

Let G and H be finite groups and assume that (ZC1) holds for G and H. Then,
as mention in the introduction, very little is known about whether (ZC1) holds for
G×H. If H is an elementary abelian 2-group this was answered affirmatively by
Höfert and Kimmerle [HK06]. Moreover, Hertweck proved that (ZC1) holds for
G×H provided H is nilpotent and G is an arbitrary finite group for which (ZC1)
holds and whose order is coprime to |H| [Her08a, Proposition 8.1].

In Section 5.1 we show that if G is a direct product of Sylow-by-abelian groups
then (ZC1) holds for G provided the normal Sylow subgroups form a Hall subgroup
of G (see Theorem 5.1.2). Section 5.2 deals with Frobenius and Camina groups.
Among other we show that (ZC1) holds for a direct product of a Frobenius group
with metacyclic complements and a finite abelian group (see Corollary 5.2.6).

Furthermore, in Section 5.1 we give a positive answer to (KP) in case G has
a normal nilpotent Hall subgroup with abelian complement. Here G is embedded
into a suitable direct product of Sylow-by-abelian groups for which (ZC1) is valid
(see Corollary 5.1.3). Moreover we show in Section 5.1 that (KP) holds when G is
a Sylow tower group. In particular, it holds for supersolvable groups.

On the other hand, it is not known whether (ZC1) behaves well with respect
to quotient groups (for subgroups and extensions see Remark 5.1.4 below). The
only easy observations one can make are the following ones:

93
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Remark 5.0.1. If H is a direct factor of a finite group G and (ZC1) holds for G
then it also holds for H.

Proof. Denote by f : QH → QG and h : QG → QH the ring homomorphisms
induced by the inclusion of H into G and the projection of G onto H (i.e. h ◦ f =

1QG). Assume that u is a torsion element of V(ZH). Then also f(u) is a torsion
element of V(ZG) and by assumption f(u) is conjugate to an element g ∈ G by a
unit x ∈ QG. This implies that u = h(f(u)) is conjugate by the unit h(x) ∈ QH
to h(g) ∈ H, as desired.

Remark 5.0.2. If the finite group H is contained in a finite group for which (ZC1)
holds then (KP) has a positive answer for H.

Proof. As H can be embedded into a finite group G for which (ZC1) holds, we
have that each torsion element u ∈ V(ZH) is conjugate within QG to an element
g ∈ G. This means εg(u) 6= 0. As necessarily gG ∩ H 6= ∅, u is also conjugate
within QG to an element of H.

5.1 Nilpotent-by-abelian groups

The following lemma is a slight generalization of [Her08b, Lemma 5.5]. Recall that
we use the notation g ∼G h, for g and h elements of a group G, to express that g
and h are conjugate in G. In case the group G is clear from the context we will
write just g ∼ h.

Lemma 5.1.1. Let G be a finite group and π be a set of primes. Suppose that N
is a normal nilpotent Hall π-subgroup of G with abelian complement K. Let x be
a π-element of N and let k ∈ K. Then the set

C = {g ∈ G : gπ ∼ x and g = nk for some n ∈ N}

is a conjugacy class of G.

Proof. Let f, g ∈ C. As K is abelian, we may after conjugation assume that
fπ = gπ = x, f = x · n1k and g = x · n2n1k with n1, n2 ∈ N . Let H = 〈n1k, n2〉.
Having in mind that n1k and n2n1k are the π′-parts of f and g respectively, we
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get that x ∈ CG(H). Let M = N ∩H. Then M is a normal subgroup of H and
K1 = 〈n1k〉 and K2 = 〈n2n1k〉 are complements to M in H. By Theorem 1.1.2 we
get that Kh

1 = K2 for some h ∈ H. As (n1k)h ∈ Nk we get (n1k)h = n2n1k. It
follows that fh = xh(n1k)h = xn2n1k = g, which establishes the lemma.

Theorem 5.1.2. Let p1, . . . , pk be prime integers (non-necessarily different) and
for every i let Pi be a pi-group. Let G = (P1 o A1) × · · · × (Pk o Ak) where each
Aj is a finite abelian group for every j and P1 × · · · × Pk is a Hall subgroup of G.
Then (ZC1) holds for G.

Proof. We may assume without lose of generality that the pi are pairwise different.
Let u be a torsion element of V(ZG). We will show that all partial augmentations
of u but one vanish. Let bars denote reduction modulo N = P1 × · · · × Pk and
note that all torsion units of ZḠ are trivial as Ḡ is abelian. Denote by π the set
of prime divisors of the order of N .

Let p = pi and let P = Pi. Then up maps to 1 under the natural map
ZG → ZG/P as G/P is a p′-group. Thus up is conjugate in the units of ZpG to
an element xp ∈ P by Theorem 1.4.2. Using Proposition 1.4.3 we deduce that
εg(u) = 0 for every g ∈ G whose p-part is not conjugate to xp. Let x =

∏k
i=1 xpi .

If εg(u) 6= 0 then gpi is conjugate to xpi for every i and hence there is ai ∈ PioAi
with gpi = xaipi . Then gπ = xa with a = a1 . . . ak.

Take any h ∈ G. The partial augmentation εh̄(ū) is the sum of all partial
augmentations εg(u) with g ∈ G and ḡ = h̄ in Ḡ (since Ḡ is abelian). By the
previous paragraph, we need to sum only over conjugacy classes of elements g ∈ G
whose π-part is conjugate to x (and ḡ = h̄ of course). By Lemma 5.1.1, this sum
extends over a single conjugacy class (if any).

Thus, εḡ(ū) = εg(u) for all g ∈ G whose π-part is conjugate to x. By
Theorem 1.2.4.(1), εk(ū) 6= 0 for exactly one k ∈ Ḡ. Applying Lemma 5.1.1
again, we see that there is only one partial augmentation of u different from 0, as
desired.

Corollary 5.1.3. Assume that the finite group H has a normal nilpotent Hall
subgroup N such that H/N is abelian. Then H can be embedded into a group G
for which (ZC1) holds. In particular (KP) has an affirmative answer for H.
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Proof. Let A ' H/N be a complement of N in H and N =
∏k

j=1 Pj the decom-
position of N as direct product of its Sylow subgroups. Set G =

∏k
j=1 (Pj o A),

with A acting on Pj as in H. Then

H = NA ↪→ G = N o

(
k∏
j=1

A

)
: na 7→ (n, a, ..., a)

is an embedding of H into G. Note that (ZC1) holds for G by Theorem 5.1.2.
Hence (KP) has a positive answer for H by Remark 5.0.2.

Remark 5.1.4. The groups constructed by Eisele and Margolis in [EM17] as coun-
terexamples to (ZC1) have normal abelian Hall subgroup with abelian complement,
so Corollary 5.1.3 shows that these groups can be embedded as normal subgroups
in a group for which (ZC1) holds. This shows that the property (ZC1) is not closed
under taking subgroups, not even under taking normal subgroups. In contrast to
this, (KP) is clearly a subgroup closed property. As (ZC1) holds for abelian groups,
(ZC1) can also not be an extension closed property.

Proposition 5.1.5. If G has a normal Hall subgroup N which is a Sylow tower
group and (KP) has a positive answer for G/N then it also has a positive answer
for G.

Proof. Arguing by induction on the number of primes dividing N and using the
Sylow Theorem, it is enough to prove that if the finite group G has a normal Sylow
p-subgroup P and that (KP) has a positive answer for G/P , then (KP) has also a
positive answer for G.

Let u be a torsion element of V(ZG). We will prove that εG[m](u) = 0 for every
integer m different to the order of u. Then the result will follow by Theorem 1.2.7.

Assume |u| = pm ·a and p does not divide a. By Theorem 1.4.2, up is conjugate
within ZpG to g0 ∈ G. Now, by Proposition 1.4.3 each partial augmentation
εh(u) = 0 if the p-part hp is not conjugate to g0. Thus εg(u) 6= 0 implies that g
has order pm · b where b divides a. Let σ be the reduction map from G onto G/P
and denote by ū the image of u under the induced map from ZG onto Z(G/P ).
Clearly, for any g ∈ G we have that σ(g) has order b if and only if g has order pk · b
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for some integer k. Thus
εG[pm·b](u) = εḠ[b](ū).

By assumption, the right hand side is zero if and only if b 6= a. This finishes the
proof.

Theorem 5.1.6. (KP) has a positive answer for finite groups with a Sylow tower.
In particular it has a positive answer for supersolvable groups.

Proof. Supersolvable groups are Sylow tower groups [Hup67, VI, Satz 9.1]. Thus
the result follows from Proposition 5.1.5.

Remark 5.1.7. a) It follows from Proposition 5.1.5 that (KP) has a positive
answer for G provided G has a normal nilpotent Hall subgroup with abelian
complement. This also follows from Corollary 5.1.3. Note however that
(ZC1) for the larger group do not need to hold if (KP) has a positive answer.

b) Further examples of Sylow tower groups G are finite groups having a nilpotent
normal subgroup N such that G/N is a p-group. Vice versa, groups G with a
normal p-subgroup P and nilpotent quotient G/P are Sylow tower groups.
From Burnside’s Transfer Theorem [Hup67, IV, Satz 2.7] it follows that
finite solvable groups all of whose Sylow subgroups are abelian with different
invariants have a Sylow tower.

5.2 Frobenius and Camina groups

Let G be a finite group. Recall that G is called a Camina group if G 6= G′ and
gG′ = gG for all g ∈ G \ G′. Camina groups found a lot of attention since they
were introduced by Camina in 1978. All Camina groups were described by Dark
and Scoppola (the capstone can be found in [DS96, Lew14] and for the last gap
that was closed see [IL15]). We collect this in the following proposition:

Proposition 5.2.1. If G is a finite non-abelian Camina group which is not a p-
group, then it is a Frobenius group whose complement is cyclic or isomorphic to
Q8.
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In order to study (ZC1) for the direct product of a Camina group and a finite
abelian group, we first verify (ZC1) for Camina groups in Proposition 5.2.4. To
do that, we are going to use the following results:

Theorem 5.2.2. [DJ96, Corollary 2.3] Let G be a finite group and let N be a
normal subgroup of G. Suppose that (ZC3) holds for the factor group G/N . Then
any finite subgroup of V(ZG) whose order is relatively prime to the order of N is
rationally conjugate to a subgroup of G.

Theorem 5.2.3. [Seh93, Theorem (37.17)] Suppose that the finite group G is a
split extension AoX where A is nilpotent. Then any finite subgroup H of V(ZG)

with gcd(|H|, |A|) = 1 is conjugate in U(QG) to a subgroup of V(ZX).

Proposition 5.2.4. (ZC1) holds for finite Camina groups.

Proof. Let G be a finite Camina group. Using Proposition 5.2.1 and the fact that
(ZC1) holds for nilpotent groups, we may assume that G is a finite Frobenius
group whose complement is cyclic or isomorphic to Q8. Let u be an element of
V(ZG) of order k. By Theorem 1.4.6 we deduce that k divides either the order of
the Frobenius kernel N of G or the order of the Frobenius complement of G. In
the first case, u gets mapped to 1 under the natural ring homomorphism induced
by modding out N and the result follows from Theorem 1.4.5. Otherwise, k is
relatively prime to the order of N and the result follows from Theorem 5.2.2.

We will use the following elementary observation. Let N be a normal subgroup
of G and set Ḡ = G/N . For a torsion unit u in ZG, we shall extend the bar
convention when writing ū for the image of u under the natural map ZG → ZḠ.
Since any conjugacy class of G maps onto a conjugacy class of Ḡ, we have for any
x ∈ G:

εx̄(ū) =
∑

gG, ḡ∼x̄

εg(u). (5.1)

Proposition 5.2.5. Let A be any finite abelian group and F a finite Frobenius
group with Frobenius complement C. If (ZC1) holds for C × A then it also holds
for F × A.
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Proof. Let N be the Frobenius kernel of G so that F = NoC. Using Remark 5.0.1
and that (ZC1) holds for C × A, we deduce that it also holds for C. We claim
that (ZC1) holds for the Frobenius group F . Indeed, by Theorem 1.4.6, the order
of an element of V(ZF ) is either a divisor of the order of N or a divisor of the
order of C. In the first case, the unit maps to the identity under the natural
homomorphism ZF → ZF/N and hence it is rationally conjugate to an element of
F by Theorem 1.4.5. In the second case, it is conjugate to a unit of ZC by a unit
of QF by Theorem 5.2.3 and hence eventually rationally conjugate to an element
of C. This finishes the proof of the claim. We will use it without further mention.

Let G = F × A and let u be an torsion element of V(ZG). We will prove that
all partial augmentations of u are non-negative and after obtaining that, the result
will follow by Theorem 1.2.6. We argue by induction on |u| and on |G|. Note that
the Frobenius kernel N is nilpotent by a famous result of Thompson, so it has a
normal Sylow p-subgroup for each prime divisor p of |N |.

By induction on |G|, for every prime p | |N |, (ZC1) holds for G/Np. Therefore,
if there is a prime p | |N | such that p - |u| we can use equation (5.1) with the
normal subgroup Np and Theorem 1.2.4.(3) to obtain for every x ∈ G that εx̄(ū) =∑

gG,ḡ∼x̄ εg(u) = εx(u) ≥ 0, as desired. Thus we may assume that every prime
dividing |N | also divides |u|. Moreover, for every prime p | |N | we have that
p - |C| because N o C is Frobenius and using Theorem 1.4.2 with Np × Ap we
obtain that up is conjugate to npap in the units of ZpG for some np ∈ Np and some
ap ∈ Ap.

Suppose that np = 1 for some prime p | |N |. Then up is conjugate to ap in the
units of ZpG, and as ap is central in G, we get up = ap ∈ Ap. Let v = u · a−1

p be a
torsion element of V(ZG). Thus vp = upa

−1
p = 1 and vq = uq for every prime q 6= p.

This implies |v| | |u| and p - |v|. By induction on |u|, all partial augmentations of
v are non-negative, and thus also all of u. Therefore we may assume that np 6= 1

for every prime p | |N |.
We claim that if εg(u) 6= 0 for some g ∈ G then gq ∈ N × A for every prime

q. Using Proposition 1.4.3 we deduce for every prime p | |N | that gp ∼G npap.
This implies that gp ∈ N × A for every prime p | |N |. Let q be a prime divisor
of |C × A|. If q - |C| then clearly gq ∈ N × A. Suppose now that q | |C|. Write
gq = hqaq with hq ∈ F and aq ∈ A. As gp ∼G npap and ap is central in G for any
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prime p | |N |, there is f ∈ F such that gp = f−1npfap. Let bp = f−1npf . If hq 6= 1

then gpgq = bpaphqaq = bphqapaq where 1 6= bphq ∈ F and pq | |bphq| because
bphq = bpaphqaqa

−1
p a−1

q = gpgqa
−1
p a−1

q = gqgpa
−1
p a−1

q = hqbp, contradicting the fact
that F is Frobenius. Thus, if q | |C| then hq = 1 and hence gq = aq ∈ Aq ⊆ N ×A.
This finishes the proof of the claim.

As a consequence of the claim we get that εg(u) 6= 0 implies gq ∼G nqaq ∈ N×A
for every prime q. Fix a prime r dividing |A|. Write G = ((N o C)× Ar′) × Ar
and let x ∈ (N o C) × Ar′ . Observe that (ZC1) holds for G/Ar by induction on
|G|. So using (5.1) with Ar we get

0 ≤ εx(ū) =
∑
b∈Ar

εxb(u) = εxar(u),

as desired.

Corollary 5.2.6. (ZC1) holds for the direct product G × A where A is any fi-
nite abelian group and G is either a Camina group or a Frobenius group whose
complement has odd order.

Proof. By [Hup67, V. Satz 8.18] (or by [Pas68, Theorem 18.1]) we know that odd
order Frobenius complements are metacylic. Hence, having in mind that (ZC1)
holds for nilpotent groups, metacyclic groups and cyclic-by-abelian groups, the
result follows combining Proposition 5.2.1, Proposition 5.2.4 and Proposition 5.2.5.

Now we look at Frobenius groups and (KP). The following results will be used
in the proof of Proposition 5.2.8.

Proposition 5.2.7. Let G be a finite group. Then (ZC1) holds for G in the
following cases:

1. [HK06] G =
C2

SL(2, 3)
.

2. [BH08] G = SL(2, 5) .

3. [DJMP97] G =
C2

SL(2, 5)
.
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Proposition 5.2.8. (KP) has a positive answer for finite Frobenius complements.

Proof. Let C be a finite Frobenius complement. It is enough to prove that C
has a normal Hall subgroup N which is a Sylow tower subgroup and that (KP)
has a positive answer for G/N , because in that case the result will follow by
Proposition 5.1.5. For that we use the structure of Frobenius complements given
by Theorem 1.1.4 and also the notation introduced in this theorem. Observe that
all Sylow subgroups of the metacyclic Z-group M appearing in Theorem 1.1.4 are
cyclic. Thus M has in each case a Sylow tower and hence (KP) holds for M by
Theorem 5.1.6. It follows that either C is metabelian or that C has a normal Hall
subgroup N with a Sylow tower for which C/N is of order coprime to |N | and
C/N is isomorphic to

C2

SL(2, 3)
, or SL(2, 5) , or

C2

SL(2, 5)
,

or trivial. In the first case, i.e. if C is metabelian, then it is known that (KP) has
a positive answer for C [DS94, Corollary 1.4] and the result will follow. For the

second case, observe that C/N is isomorphic to either
C2

SL(2, 3)
, or SL(2, 5) ,

or
C2

SL(2, 5)
. Then (ZC1) holds for C/N by Proposition 5.2.7, and in particular

(KP) has a positive answer for C/N , as desired.

Corollary 5.2.9. (KP) has a positive answer for finite Frobenius groups.

Proof. Let G be a finite Frobenius group with Frobenius kernel N and with
Frobenius complement C. By Thompson’s famous result, N is a nilpotent Hall
subgroup. Thus we may apply Proposition 5.1.5 and get that (KP) has a positive
answer for G if and only if it has a positive answer for C. But this follows from
Proposition 5.2.8.

Remark 5.2.10. It is unknown whether (ZC1) holds for all finite Frobenius groups.
The arguments in the proofs used above show that for many of them this is indeed
the case.
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Remark 5.2.11. Let G be a finite Frobenius group with Frobenius kernel N , C a
Frobenius complement of G, and H a finite group for which (KP) has an affirmative
answer. The analogous question to Proposition 5.2.5 is whether (KP) has positive
answer for G×H.

If H is nilpotent then we may write H = H1 ×H2 such that gcd(|H1|, |C|) = 1

and each prime dividing |H2| divides |C|. Then N ×H1 is a normal nilpotent Hall
subgroup of G×H. From Proposition 5.1.5 and Proposition 5.2.8 we see that (KP)
has a positive answer for G×H1. Moreover (KP) has a positive answer for G×H
if it is the case for C×H2. The latter is true when C×H2 has a Sylow tower and
this holds when C has a Sylow tower.

In the following chapter we will study this problem when H is abelian.



CHAPTER 6

The Extended HeLP Method

In this chapter we continue the study of the behavior of (ZC1) and (KP) under
direct product. However, now we concentrate on the case when one of the factors
is an abelian finite group.

In Section 6.1 we extend the HeLP Method explained in Section 1.4 to group
rings OG where O is a ring of algebraic integers and G is a finite group. This is
the method we have used to investigate (ZC1) and (KP) for the direct product
G×A mentioned above. Surprisingly this leads for many groups of small order to
a positive result (see Proposition 6.1.9). However, this method is not enough to
decide whether a normalized unit of order 4 in Z[i]S4 is conjugate by a unit of KS4

to an element of S4. Here S4 denotes the symmetric group on 4 symbols and K is
the field of fractions of Z[i]. In a certain Z-order containing Z[i]S4 there are such
units arising from units of Z[i, 1/2]S4 and we will give one such unit explicitly.

Section 6.2 is dedicated to the proof of several applications of the extended
version of the HeLP Method introduced in Section 6.1. Among other we prove
that (KP) has a positive answer for the direct product of an abelian finite group
with either a finite Frobenius group or a group whose order is at most 95 (see
Theorem 6.2.7 and Theorem 6.2.8, respectively).

6.1 Extending coefficients

We start this section quoting the following result which serves as a motivation of
the extended version of the HeLP Method we will explain later.

103
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Proposition 6.1.1. [Her08a, Proposition 8.2] Let G be a finite group and let
A be a finite abelian group of exponent m. Suppose that any torsion element of
V(Z[ζm]G) is conjugate in the units of Q(ζm)G to an element of G. Then (ZC1)
holds for G× A.

Let G be a finite group. There is an obvious generalization of (ZC1) to group
rings where the coefficients are allowed to come from rings of algebraic integers.

Problem 6.1.2. Let O be the ring of algebraic integers in a number field K. Let
u be a torsion element of V(OG). Is u conjugate by a unit of KG to an element
of G?

This question is connected to certain instances of the classical (ZC1), where
the coefficients come from Z, as can be seen from Proposition 6.1.1 above. We say
that (KP) has a positive answer for Z[ζm]G if and only if for every torsion element
u in V(Z[ζm]G) there is a finite group H containing G as subgroup such that u is
conjugate within Q(ζm)H to an element of G.

Many of the usual theorems on torsion units of integral group rings still hold
in the case of coefficients coming from a G-adapted ring. Recall that a ring R is
said to be a G-adapted ring if it is an integral domain of characteristic 0 and no
prime divisor of the order of G is invertible in R.

Theorem 6.1.3. Let R be a G-adapted ring and let u be an element of order n in
V(RG). Let K be the field of fractions of R. Then the following statements hold:

1. [Her08b, Theorem 1.1] n divides the exponent of G.

2. [Her08b, Theorem 1.1] ε1(u) = 0 if u 6= 1.

3. [Her07, Proposition 2.2]) If g ∈ G then εg(u) = 0 whenever |g| - n.

4. [Her07, Theorem 2.1]) u is conjugate by a unit of KG to an element of G
if and only if for all divisors d of n, all partial augmentations of ud but one
vanish.

Using Theorem 6.1.3.(4) we obtain, with the same proof as in [MdR17] for
Theorem 1.2.7, the following result:
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Theorem 6.1.4. Let G be a finite group and let m be a positive integer. Then the
following conditions are equivalent:

1. (KP) has a positive answer for Z[ζm]G.

2. For every torsion element u of V(Z[ζm]G) we have that εG[k](u) = 0 for every
integer k different to the order of u.

Hertweck’s proof of Proposition 6.1.1 actually proves part a) of the following
proposition. It may be easily modified for (KP) which is stated as part b).

Proposition 6.1.5. Let G be a finite group, let A be a finite abelian group of
exponent m and let t be a divisor of the exponent of G× A.

a) Suppose that any element of V(Z[ζm]G) of order dividing t is conjugate in the
units of Q(ζm)G to an element of G. Then each element of order dividing t
in V(Z(G× A)) is rationally conjugate to an element of G× A.

b) If (KP) has a positive answer for Z[ζm]G then it also has a positive answer
for Z(G × A). More precisely, if for any element u of V(Z[ζm]G) with
order dividing t we have that εG[k](u) 6= 0 if and only if k = |u|, then
for any element u of V(Z(G × A)) with order dividing t we also have that
ε(G×A)[k](u) 6= 0 if and only if k = |u|.

In view of the last statement, it is desirable to have tools at hand that can be
used to produce constraints on partial augmentations of torsion units of V(RG).
In the case of coefficients coming from Z this can be achieved, for example, by
the well-known HeLP Method (see Section 1.4). We present an extension of this
method to rings of algebraic integers.

In the sequel we fix a finite group G, a ring of algebraic integers O, an element
u of order n in V(OG) and a complex primitive n-th root of unity ζ. Observe that
O is G-adapted. We can linearly extend each ordinary (p-Brauer) character χ of G
to a character of V(OG) (of the p-regular torsion elements of V(OG)). Let D be a
representation of G affording χ. With exactly the same proof (cf. e.g. [Her07, § 4])
the formula for the multiplicity of roots of unity as eigenvalues of D(u) remains
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valid. In other words,

µ(ζ`, u, χ) =
1

n

∑
d|n

TrQ(ζd)/Q
(
χ(ud)ζ−d`

)
.

Hence, this expression has to be a non-negative integer. Note that we have χ(ud) ∈
Q(ζd), as this is the sum of all the eigenvalues of D(ud). Isolating the term for
d = 1 we obtain

1

n

TrQ(ζ)/Q
(
χ(u)ζ−`

)
+
∑
d|n
d6=1

TrQ(ζd)/Q
(
χ(ud)ζ−d`

) = µ(ζ`, u, χ) ∈ Z≥0, (6.1)

and assume by induction on |u| that the latter sum is known (see the discussion at
the end of Section 1.4). We have that χ(u) =

∑
gG εg(u)χ(g) by Theorem 1.3.1 and

that Theorem 6.1.3.(3) guarantees εg(u) = 0 whenever |g| - n. So all the character
values at conjugacy classes which might have a non-zero partial augmentation are
contained in Q(ζ). That also the partial augmentations are contained in Q(ζ), so
that we can use the Q-linearity of the trace to simplify further, is guaranteed by
the following lemma.

Lemma 6.1.6. Let O be a ring of algebraic integers and G be a finite group. If u
is an element of order n in V(OG) and ζ is a primitive n-th root of unity, then

εg(u) ∈ Z[ζ] ∩ O

for every g ∈ G.

Proof. Let Irr(G) = {χ1, ..., χh} be the set of irreducible characters of G and let
{g1, ..., gh} be a set of representatives of the conjugacy classes of G. Without loss of
generality we may assume that g1, ..., gd are the conjugacy classes whose elements
have order a divisor of n.

By Theorem 6.1.3.(3), we have εgj(u) = 0 for j ∈ {d + 1, .., h} and it remains
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to show that εgj(u) ∈ Z[ζ] for j ∈ {1, .., d}. We have



χ1(u)

χ2(u)

χ3(u)
...

χh(u)


=


χ1(g1) χ1(g2) χ1(g3) . . . χ1(gh)

χ2(g1) χ2(g2) χ2(g3) . . . χ2(gh)
...

... . . . ...
χh(g1) χh(g2) χh(g3) . . . χh(gh)





εg1(u)
...

εgd(u)

0
...
0


.

As u has order n, the column on the left hand side is an element of Z[ζ]h. Denote
the character table of G with the ordering above as C = (ci,j). Let J = {1, ..., d}.
As C is invertible, we can choose I ⊆ {1, ..., h} with |I| = d in such a way that
the d× d-submatrix (ci,j)i∈I,j∈J is invertible. Note that (ci,j)i∈I,j∈J ∈ GL(d,Q(ζ)),
as the entries are character values of elements with an order a divisor of n. Hence

(εgj(u))j∈{1,..,d} = (ci,j)
−1
i∈I,j∈J(χi(u))i∈I ∈ Q(ζ)d.

As these partial augmentations are algebraic integers, we deduce that εg(u) ∈
Z[ζ] ∩ O for all g ∈ G. This completes the proof.

Remark 6.1.7. Although the partial augmentations of normalized units in OG of
order n are contained in Z[ζn], this is in general not true for the coefficients: Let
G = S3 and O = Z[ζ9]. Then

u = (1, 2, 3) + ζ9(1, 2) + ζ4
9 (2, 3) + ζ7

9 (1, 3)

= (1, 2, 3) + ζ9

(
(1, 2) + ζ3(2, 3) + ζ2

3 (1, 3)
)

is an element of V(OG) of order 3.

We can choose a basis B of Z[ζ] ∩ O over Z and express εg(u) =
∑

b∈B αg,bb

with αg,b ∈ Z. Then

TrQ(ζ)/Q
(
χ(u)ζ−`

)
=
∑
gG

∑
b∈B

αg,b TrQ(ζ)/Q
(
χ(g)ζ−`b

)
.
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So using (6.1), we get a system of linear inequalities over Z:∑
gG

∑
b∈B

αg,b TrQ(ζ)/Q
(
χ(g)ζ−`b

)
+
∑
d|n
d 6=1

TrQ(ζd)/Q
(
χ(ud)ζ−d`

)
∈ nZ≥0. (6.2)

Note that compared to the plain HeLP Method, where O = Z, the number of
variables grows by a factor [K ∩Q(ζ) : Q], where K denotes the field of fractions
of O. Now we want to exploit Proposition 6.1.1 to verify (ZC1) for direct products
G× A, where A is an arbitrary finite abelian group.

For a given divisor n of the exponent of G and ζ an arbitrary complex root
of unity, we will show that each element of order n of V(Z[ζ]G) (if it exists) is
conjugate in the units of Q(ζ)G to an element of G by showing that every solution
of (6.2) is in accordance with the condition of Theorem 6.1.3.(4) or that there is
no solution to (6.2) at all (in case there is no group element of order n). We can
again employ Lemma 6.1.6 to see that it is enough to do this for ζ a primitive
n-th root of unity. So for each group G we are left with the problem of finding
the solutions to a finite number of systems of linear inequalities over the integers.
We will usually choose B = {1, ζ, ..., ζϕ(n)−1} as basis of Z[ζ] over Z (recall that ϕ
denotes the Euler totient function).

Recall that a rational prime p is called totally ramified in an algebraic number
field K (or rather in its ring of algebraic integers O) if for each prime ideal p
containing the ideal pO, the field O/p has cardinality p. For example, p is totally
ramified in Z[ζpa ] for a ∈ Z≥0 (see e.g. [Wei63, Proposition 7.4.1]).

Based on a result of Cohn-Livingstone [CL65], one can establish extra con-
straints for torsion units of ZG, sometimes called the “Wagner test”, cf. [BM15,
Proposition 3.1]. With an adapted proof we get the following version for coefficients
in rings of algebraic integers.

Proposition 6.1.8 (“Wagner test”). Let G be a finite group, p a prime integer
and O a ring of algebraic integers such that p is totally ramified in O. Let u be
an element of V(OG) with |u| = pjm and m 6= 1. Then for s ∈ G and p a prime
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ideal containing pO, we have∑
gG, gp

j∼s

εg(u) ≡ εs(u
pj) mod p.

Proof. Let u =
∑

g∈G ugg ∈ V(OG), set q = pj and v = uq. By definition

εs(v) =
∑

(g1,...,gq)∈Gq
g1...gq∼s

q∏
j=1

ugj . (6.3)

The set over which the sum is taken can be decomposed into the disjoint sets
M = {(g, ..., g) ∈ Gq : gq ∼ s} and

N = {(g1, ..., gq) ∈ Gq : g1...gq ∼ s and there are r, r′ with gr 6= gr′}.

The cyclic group Cq = 〈t〉 of order q acts on the set N by letting the generator t
shift the entries of a tuple to the left, i.e., (g1, g2, g3, ..., gq) · t = (g2, g3, ..., gq, g1).
Note that all orbits have length pi with i ≥ 1. For elements in the same orbit, the
same integer is summed up in (6.3). Using that O/p has characteristic p and that
O/p ' Z/pZ we get

εs(v) =
∑

(g,...,g)∈M

uqg+
∑

(g1,...,gq)∈N

q∏
j=1

ugj ≡
∑

(g,...,g)∈M

uqg ≡
∑

(g,...,g)∈M

ug ≡
∑

gG, gp
j∼s

εg(u) mod p,

as desired.

We refer to this new version of the HeLP Method as the extended HeLP Method,
abbreviated as HELP Method. This has been implemented in the computer
algebra system GAP [GAP16] and applied to some groups of small order. We
will present here the results of the calculations with these groups of small order
but we will not include the calculations themselves which were performed by the
mentioned implementation of the HELP Method.

First we exclude the groups covered by known results. If G is nilpotent, a
Camina group, a cyclic-by-abelian group or if it has a normal Sylow p-subgroup
with abelian quotient, then (ZC1) is known for G×A, for A a finite abelian group.
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So Proposition 6.1.1 together with the above method will not provide us in these
cases with anything new. If we filter all groups up to order 95 that are not covered
by what is said before, we are left with 17 groups (up to order 100, there are 73 such
groups). We will list in the first two columns of Table 6.1 their SmallGroup IDs
together with their structure description. The third column contains the orders n
of elements in V(Z[ζn]G), where the HELP Method (including the “Wagner test”)
does not provide a complete solution; in parentheses, up to conjugacy, the number
of distributions of non-trivial partial augmentations that cannot be ruled out is
indicated. In case there are only trivial partial augmentations left, a checkmark
is included. The last column contains the orders where either the Wagner test
or the so-called “Quotient Method” (a unit would map to a unit with an already
eliminated distribution of partial augmentations in an integral group ring of a
quotient group) can be used together with the number for such distributions where
this applies; if the Quotient Method does not provide new information, the zero is
omitted.

Table 6.1: Groups of order at most 95 investigated with the HELP Method.

SmallGroupID Structure Description Order Wagner test / Quotient Method
[24,12] S4 4(4) 4(4)
[48,28] C2.S4 = SL(2, 3).C2 8(8)
[48,29] GL(2, 3) 8(4) 4(1), 8(4)
[48,30] A4 o C4 4(8) 4(21 / 5)
[48,48] C2 × S4 4(16) 4(12)
[60,5] A5 6(2)
[72,15] ((C2 × C2)o C9)o C2 4(4) 4(4), 12(3)
[72,22] (C6 × S3)o C2 X 4(2)
[72,23] (C6 × S3)o C2 X 4(2)
[72,24] (C3 × C3)oQ8 X
[72,31] (C3 × C3)oQ8 X
[72,33] (C12 × C3)o C2 X
[72,35] (C6 × C6)o C2 X 4(2)
[72,40] (S3 × S3)o C2 = S3 o C2 3(2), 6(4) 4(2)
[72,42] C3 × S4 4(4), 12(8) 4(4)
[72,43] (C3 ×A4)o C2 4(4) 4(4), 12(2)
[72,44] A4 × S3 X

Note that the HELP Method fails for groups which have S4, A5 or the wreath
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product S3 o C2 as quotients. We record more precisely the consequences of these
calculations and Proposition 6.1.5.

Proposition 6.1.9. Let G be a group of order at most 95 and A a finite abelian
group. Then:

1. (ZC1) holds for G×A except if G maps onto S4 or G ' A5 or G ' S3 oC2.

2. If G ' A5 or G ' S3 o C2, then (ZC1) holds for G× A if A is a 3′-group.

3. If G maps onto S4, then (ZC1) holds for G × A if 4 does not divide the
exponent of A.

4. In the case that S4 is an image of G, all elements of V(Z(A × G)) whose
order is not divisible by 4 are rationally conjugate to an element of A×G.

Note that there are problems with normalized units of order a power of 2 if and
only if G maps onto S4. In particular, those distributions of partial augmentations
that cannot be excluded in these groups, always map on one of the distributions
of partial augmentations in S4 that cannot be excluded. So, in order to solve
Problem 6.1.2 for all groups of order at most 95, one has only to deal with S4, A5

and the wreath product S3 o C2.
We now focus on one of the problematic partial augmentations for S4 that

could not be ruled out yet. Note that CharacterTable("S4") in GAP produces
a permutation of the columns of CharacterTable(SmallGroup(24,12)). We will
use the notation for conjugacy classes of the latter table, i.e. 2a contains the
transpositions (••) and 2b the double transpositions (••)(••). The irreducible
characters of S4 will be denoted by χ1a = 1, χ1b = sgn, χ2 (this is the inflation of
the irreducible non-linear character of S3), χ3a and χ3b = χ3a⊗ sgn. The character
table of S4 we are using is thus as follows (dots indicate zeros):

class 1a 2a 3a 2b 4a
cycletype () (••) (• • •) (••)(••) (• • • •)
χ1a 1 1 1 1 1
χ1b 1 −1 1 1 −1

χ2 2 . −1 2 .
χ3a 3 −1 . −1 1
χ3b 3 1 . −1 −1
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For normalized units u of order 4 we always have u2 ∼ 2b and we are left
with the following four cases of distributions of partial augmentations that do not
correspond to units that are conjugate in Q(i)S4 to an element of the group:

Case 1 : ε2a(u) = i, ε2b(u) = 1, ε4a(u) = −i;

Case 2 : ε2a(u) = 1 + i, ε2b(u) = 0, ε4a(u) = −i;

Case 3 : ε2a(u) = −i, ε2b(u) = 1, ε4a(u) = i;

Case 4 : ε2a(u) = 1− i, ε2b(u) = 0, ε4a(u) = i.

Of course, all partial augmentations not recorded are zero. Consider the ring
homomorphism τ : Z[i]S4 → Z[i]S4 induced by complex conjugation on the coeffi-
cients. Then one can see that a unit as in case 1 exists if and only if a unit as in
case 3 exists and similarly for case 2 and 4. So it suffices to consider the first two
cases.

Assume we are in case 1, i.e. u =
∑

g∈G ugg ∈ V(Z[i]S4) is of order 4, u2 ∼ 2b =

(••)(••), a double transposition, and (ε2a(u), ε2b(u), ε4a(u)) = (i, 1,−i). Clearly
χ1a(u) = 1, χ1b(u) = 1, χ2(u) = 2, χ3a(u) = −1 − 2i and χ3b(u) = −1 + 2i. Let
D be the direct sum of the representations corresponding to χ1a, χ1b, χ2, χ3a and
χ3b (in this order). Then in a diagonalized form D(u) looks as follows:

D(u) is conjugate to
(

1, 1, ( 1
1 ) ,
( −1

−i
−i

)
,
(
−1

i
i

))
.

From this it immediately follows that u is in the kernel of the natural homomor-
phism V(Z[i]S4)→ V(Z[i]S3).

In [LT91, Section 2], Luthar and Trama obtained certain congruences modulo
|G| from the integrability of the coefficients of the group rings elements. In their
paper it turned out to be sufficient to exclude the existence of certain units of order
4 and 6 in V(ZS5) and they could conclude that (ZC1) holds for S5. We can obtain
similar restrictions (modulo the ideal 24Z[i]) that express that the coefficients of
the units in question actually lie in Z[i]. However in this case, these systems
do not provide us with contradictions. There are even solutions modulo 6Z[i]
corresponding to matrices of order 4. These solutions correspond to normalized
units of order 4 in Z[i, 1

2
]S4, which even lie in an order of Q(i)S4 containing Z[i]S4.
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One such example is

u =
1

4

(
(−1 + i)(1, 2) + (1 + i)(1, 3) + i(1, 4) + i(2, 3)− (2, 4) + (3, 4)

+ (1, 2, 3) + (−1 + i)(1, 3, 4)− (1 + i)(1, 4, 2) + (2, 4, 3)

+ (2− i)(1, 2)(3, 4) + (2 + i)(1, 3)(2, 4)− (1, 2, 3, 4)

− i(1, 2, 4, 3)− (1 + i)(1, 3, 2, 4) + (1, 4, 2, 3) + (1− i)(1, 4, 3, 2)− i(1, 3, 4, 2)
)
,

which is of order 4.

Note that a torsion unit u of Z[i]S4 in case 2 above is not in the kernel of the
natural homomorphism V(Z[i]S4)→ V(Z[i]S3), but rather maps to an involution.
For this case, in a diagonalized form D(u) looks as follows:

D(u) is conjugate to
(

1,−1, ( 1
−1 ) ,

( −1
−i
−i

)
,
(

1
i
i

))
.

The other two groups of order at most 95 that cannot be handled and do not
project onto S4 are A5 and S3 o C2. We also provide all remaining non-trivial
distributions of partial augmentations for these groups. In the sequel denote by
ζ = ζ3 a primitive 3rd root of unity.

For the group A5, units u with augmentation one and order 6 in Z[ζ]A5 can
not be proved to be conjugate within Q(ζ)A5 to a group element using the HELP
Method. Let 2a and 3a denote the unique A5-conjugacy class of involutions and
elements of order 3, respectively. In all cases that cannot be excluded, u3 ∼ 2a,
u2 ∼ 3a and

Case 1: ε2a(u) = −2ζ, ε3a(u) = 1 + 2ζ;

Case 2: ε2a(u) = −2ζ2, ε3a(u) = 1 + 2ζ2.

Observe that a unit in case 1 exist if and only if it exists in case 2 by the
automorphism of Q(ζ) given by ζ → ζ2. These cases can also not be excluded
by using Brauer characters (which might provide additional information in case of
non-solvable groups) or the so-called Lattice Method [BM17b].

For G = S3 o C2, units of order 3 and 6 with non-trivial partial augmentations
in Z[ζ]G remain after the application of the HELP Method. For elements of order
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3 the non-trivial distributions of partial augmentations are

(ε3a(u), ε3b(u)) ∈
{(
−ζ,−ζ2

)
,
(
−ζ2,−ζ

)}
.

As before, this would be simplified in just one case via the automorphism ζ → ζ2.
For elements of order 6 with non-trivial partial augmentations that cannot be
excluded with the HELP Method we always have u3 ∼ 2c (the class of involutions
in C2) and

Case 1 : u2 ∼ 3b, ε2b(u) = 1, ε2c(u) = 1, ε6b(u) = −1;

Case 2 : u2 ∼ 3b, ε2b(u) = −1, ε2c(u) = 1, ε6b(u) = 1;

Case 3 : u2 ∼ 3a, ε2a(u) = 1, ε2c(u) = 1, ε6a(u) = −1;

Case 4 : u2 ∼ 3a, ε2a(u) = −1, ε2c(u) = 1, ε6a(u) = 1.

Note that case 1 and 3 and case 2 and 4 lie in the same Aut(S3 o C2) orbit
(interchanging the two factors isomorphic to S3 in the base group).

Remark 6.1.10. The HELP Method can successfully be applied to the unique
perfect group of order 120, SL(2, 5). This proves (ZC1) for SL(2, 5)×A, A a finite
abelian group.

Corollary 6.1.11. (ZC1) holds for G×A where A is any finite abelian group and
G is a Frobenius group whose complement C either has order at most 95 but is not
isomorphic to C2.S4 or C = SL(2, 5).

Proof. By [Pas68, Theorem 18.1] we know that all Sylow p-subgroups of Frobenius
complements are cyclic (in case p is odd) or cyclic or quaternion (for p = 2).
However the groups of order at most 95 in Table 6.1 that cannot be handled
have at least one Sylow subgroup which is not of that form except the case of
C2.S4. The result now follows combining Proposition 5.2.5, Proposition 6.1.9 and
Remark 6.1.10.

Remark 6.1.12. For S5 the HELP Method can successfully be applied except for
units of order 4, 6 and 12. In these cases the problematic partial augmentations
are as follows. Let 2a be the conjugacy class of involutions contained in A5. For
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partial augmentations of u ∈ V(Z[i]S5) of order 4 that cannot be excluded we have
u2 ∼ 2b and

((ε2a(u), ε2b(u), ε4a(u)) ∈ {(0, 1− i, i), (1,−i, i), (0,−i, 1 + i),

(0, i, 1− i), (0, 1 + i,−i), (1, i,−i)} .

For elements u in V(Z[ζ3]S5) of order 6 the following remain (always u2 ∼ 3a):

u3 ∼ 2b and ((ε2a(u), ε2b(u), ε3a(u), ε6a(u)) ∈ {(1− 2ζ6, 1,−1 + 2ζ6, 0), (−1 + 2ζ6, 1, 1− 2ζ6, 0)};

u3 ∼ 2a and ((ε2a(u), ε2b(u), ε3a(u), ε6a(u)) ∈ {(2ζ6, 0, 1− 2ζ6, 0), (2− 2ζ6, 0,−1 + 2ζ6, 0)}.

For elements u in V(Z[ζ12]S5) of order 12 the following remain (always u6 ∼ 2a,
u4 ∼ 3a):

ε2b(u
3) ε4a(u3) ε2a(u2) ε3a(u2) ε2b(u) ε4a(u) ε6a(u)

1− i i 2ζ6 1− 2ζ6 0 1 + ζ12 + ζ2
12 −ζ12 − ζ2

12

−i 1 + i 2ζ6 1− 2ζ6 1 ζ12 − ζ2
12 −ζ12 + ζ2

12

i 1− i 2ζ6 1− 2ζ6 1 −ζ12 − ζ2
12 ζ12 + ζ2

12

1 + i −i 2ζ6 1− 2ζ6 0 1 + ζ12 − ζ2
12 ζ12 − ζ2

12

1− i i 2− 2ζ6 −1 + 2ζ6 0 2− ζ12 − ζ2
12 + ζ3

12 −1 + ζ12 + ζ2
12 − ζ3

12

−i 1 + i 2− 2ζ6 −1 + 2ζ6 1 −1− ζ12 + ζ2
12 + ζ3

12 1 + ζ12 − ζ2
12 − ζ3

12

i 1− i 2− 2ζ6 −1 + 2ζ6 1 −1 + ζ12 + ζ2
12 − ζ3

12 1− ζ12 − ζ2
12 + ζ3

12

1 + i −i 2− 2ζ6 −1 + 2ζ6 0 2 + ζ12 − ζ2
12 − ζ3

12 −1 + ζ12 + ζ2
12 + ζ3

12

Thus (ZC1) holds for S5×A, A a finite abelian group if neither 4 nor 3 divides
the exponent of A. Moreover units of order 4 are conjugate in Q(ζ)S5 if i /∈ Z[ζ].
Hence, units in V(Z(S5 ×A)) of order 4 are rationally conjugate of an element of
S5 × A if 4 does not divide the exponent of A.

Remark 6.1.13. For G = 2.S5 = SL(2, 5).2 the HELP Method leaves problems
with elements of order 8. Here the problematic distributions of partial augmen-
tations for elements u in V(Z[i]G) of order 8 are as follows. Let 2a, 4a, 4b, 8a, 8b
denote the conjugacy classes of order 2, 4 and 8 of G respectively as in the character
table CharacterTable("2.Sym(5)") in GAP. Then u4 ∼ 2a, u2 ∼ 4b and

(ε4a(u), ε4b(u), ε8a(u), ε8b(u)) ∈ {(1− i, 0, 0, i), (i, 1, 0,−i), (−i, 1, i, 0), (1− i, 0, i, 0),

(1 + i, 0, 0,−i), (i, 1,−i, 0), (−i, 1, 0, i), (1 + i, 0,−i, 0)}
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All partial augmentations not stated are zero. Thus (ZC1) holds for 2.S5×A with
A an abelian finite group, if 4 does not divide the exponent of A.

6.2 Applications

In this section we prove some applications of the HELP Method in the study of
(KP) for the direct product G × A, where A is an abelian finite group and G is
either a finite Frobenius group or a group of order at most 95.

We first prove some preliminary results. For that we will need the following
result of Hertweck.

Proposition 6.2.1. [Her08a, Proposition 2] Suppose that the finite group G has
a normal p-subgroup N , and that u is a torsion element of V(ZG) whose image
under the natural map ZG → ZG/N has strictly smaller order than u. Then
εg(u) = 0 for every element g ∈ G whose p-part has order strictly smaller than the
p-part of u.

Proposition 6.2.2. Let G and H be finite groups, p a prime integer and D =

H×G. Let u be a torsion element of V(ZD). Let M be a normal p-subgroup of D
and denote by ū the image of u under ZD → ZD/M . Assume that |ū| < |u| and
that ε(D/M)[w](ū) 6= 0 if and only if w = |ū|. Then

εD[j](u) = 0, if j 6= |u|.

Proof. Write |u| = pm · k with k coprime to p. As |ū| < |u|, we get by Propo-
sition 6.2.1 that εg(u) = 0 for each g ∈ D whose p-part has smaller order than
the p-part of u. Moreover, by Theorem 1.2.4.(3), εg(u) = 0 provided |g| does not
divide |u|. So εg(u) 6= 0 implies that |g| = pm · l and l divides k. Looking at the
map from ZD onto ZD/M and using Theorem 1.2.4.(4), it follows that

εD[pm·l](u) =
∑
i

ε(D/M)[pi·l](ū).

By assumption εD/M [pi·l](ū) = 0 if pi · l 6= |ū|. Thus εD[pm·l](u) = 0 if l 6= k and the
result follows.
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Corollary 6.2.3. Let A be a finite abelian group. Then the following statements
hold:

1. If D = A × S4 and u is a torsion element of V(ZD) then εD[m](u) = 0

provided m 6= |u|.

2. If D = A × G where G is a group of order 48 mapping onto S4 and u is a
torsion element of V(ZD) then εD[m](u) = 0 provided m 6= |u|.

3. If D = A × 2.S5 and u is a torsion element of V(ZD) with 8 dividing the
order of u then εD[m](u) = 0 provided m 6= |u|.

Proof. (1) If 4 does not divide the order of u then the result follows from Proposi-
tion 6.1.9. Assume otherwise that 4 divides the order of u. Choose M = O2(D) =

A2×V4, where A2 is the Sylow 2-subgroup of A and V4 = O2(S4) denotes the Klein
4-subgroup. Then D/M ' A2′ × S3. Clearly D/M has a Sylow tower. Thus (KP)
has a positive answer for D/M by Proposition 5.1.5. Moreover 4 does not divide
the exponent of A2′ × S3. So Proposition 6.2.2 completes this case.

(2) As in the previous case, we may assume that 4 divides the order of u
(otherwise the result will follow by Proposition 6.1.9). Note that |O2(G)| ≥ 8 and
that D/O2(D) is isomorphic to A2′ × S3. Thus we may argue as in the proof of
(1).

(3) Choose M = A2×Z, where Z ' C2 denotes the center of 2.S5. Then D/M
is a direct product of an abelian group of odd order and S5. Clearly D/M has no
elements of order 8. By Remark 6.1.12, units of order dividing 4 of V(ZD/M) are
rationally conjugate to elements ofD/M . Thus for such units we have εD[m](u) = 0

if m 6= |u|. Now again Proposition 6.2.2 completes this case.

We will meet groups with all non-trivial elements of prime order in Proposi-
tion 6.2.6. First we quote a structure description of these groups.

Proposition 6.2.4. [CDLS93] If G is a finite group such that every non-trivial
element of G has prime order, then either G is a p-group of exponent p, or it is a
Frobenius group of order pa · q with p and q different primes, or it is isomorphic
to A5.
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Let G be a finite group such that every non-trivial element of G has prime
order. We use Proposition 6.2.4. If G is a p-group or it is isomorphic to A5 then
(ZC1) clearly holds for G. Finally, if G is a Frobenius group of order pa · q with p
and q different primes, then (ZC1) holds for G by Theorem 1.4.4. This serves as
a proof of the following remark:

Remark 6.2.5. (ZC1) holds for finite groups having all non-trivial elements of
prime order.

Proposition 6.2.6. Let D = N ×G, where N is a finite nilpotent group and G is
a finite group. Assume that each non-trivial element of G is of prime order. Then
(KP) has a positive answer for D.

Proof. By Remark 6.2.5, (KP) has a positive answer for G. Let u be an element
of V(ZD) of prime order r. Then by Theorem 1.2.4.(3), εD[m](u) = 0 if m 6= r.
Therefore we may assume that the order of u is divisible by at least two primes.

Assume that N is a p-group. Suppose that u has order pk · q with p and q

different primes dividing |G|. By assumption G has no elements of mixed order.
Thus it follows from Theorem 1.2.4.(4) that u maps under ZD → ZG onto an
element of order q. We may apply Proposition 6.2.2 with M = N and obtain that

εD[m](u) = 0 if m 6= pk · q. (6.4)

We claim that if v is a torsion element of V(ZD) whose order is not a prime
power, then it has order pk · q with p and q different primes dividing |G|. Indeed,
assume otherwise that v has order pk · q · r, with r a prime different from p and q.
Then projecting v via the natural homomorphism ZD → ZG we get an element of
V(ZG) whose order is multiple of q · r, in contradiction with the assumptions on
G. This finishes the proof of the claim. Therefore, combining (6.4) with the claim
we deduce that (KP) has a positive answer in this case.

We proceed by induction on the number of primes dividing |N |. Let P be the
Sylow p-subgroup of N and let N = P×M . If p - |u| then by Theorem 1.2.4.(3) we
have εD[m](u) = ε(D/P )[m](ū) for each m dividing |D/P |, where ū is the image of u
under the map ZD → ZD/P . So by induction εD[m](u) = 0 if and only if m = |u|.
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Suppose now that |u| = pl · k with l ≥ 1. If l ≥ 2 then by Proposition 6.2.2 we get

εD[m](u) = 0 if m 6= |u|.

Note that the arguments work for each prime dividing |N |. Thus it suffices to
consider units of order p · q · k, where p and q are different primes and k is square-
free and coprime to p ·q. Let P and Q be the Sylow subgroups of N corresponding
to p and q.

Denote the image of u in ZD/P by u1, in ZD/Q by u2 and that one in ZD/(P ·
Q) by v. Suppose that u1 and u2 both have order divisible by p · q. As v is the
image of u1 under ZD/P → ZD/(P ·Q) and torsion units mapping to 1 under this
homomorphism are q-elements by Theorem 1.2.4.(4), v has order divisible by p.
Similarly, looking at u2, one gets that v has order divisible by q. But then we also
get a torsion unit of order p · q in V(ZG), for which (KP) has a positive answer by
assumption. This contradiction shows that either u1 or u2 have order not divisible
by p · q.

Without lose of generality, we assume that p · q does not divide |u1|. Thus we
may apply Proposition 6.2.2 with M = P . Note that by induction (KP) has a
positive answer for D/P . Consequently εD[m](u) = 0 if m 6= |u|, as desired.

Theorem 6.2.7. Let G be a finite Frobenius group and let A be a finite abelian
group. Then (KP) has a positive answer for G× A.

Proof. Let C be a Frobenius complement of G. Using Remark 5.2.11 and Re-
mark 6.1.10 we deduce that (KP) has a positive answer for G×A provided this is
the case for C × A. If C is metabelian then C × A is metabelian and it is known
that (KP) has a positive answer for metabelian groups (see [DS94, Corollary 1.4]),
so the result will follow.

Suppose now that C is not metabelian. Then by Theorem 1.1.4, it follows that
C has a Sylow tower if it does not map onto SL(2, 3).2 or SL(2, 5).2. If it is the
case, i.e. if C has a Sylow tower then the result follows by Theorem 5.1.6.

Let u be an element of V(Z(C × A)) of order n. We study the two remaining
cases.

Suppose first that C maps onto SL(2, 3).2. If 4 - |u| then, having in mind that
SL(2, 3).2 = C2.S4, it follows that u is rationally conjugate to an element of C×A
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by Proposition 6.1.9. Otherwise, i.e. if 4 | |u| then, by Corollary 6.2.3.(2), we have
that ε(C×A)[k](u) = 0 if k 6= n. Thus (KP) has a positive answer fo C ×A and the
result will follow.

Suppose finally that C maps onto SL(2, 5).2. If 8 - |u| then, by Remark 6.1.13,
we have that u is rationally conjugate to an element of C × A. Otherwise, i.e.
if 8 | |u| then, by Corollary 6.2.3.(3), we have that ε(C×A)[k](u) = 0 if k 6= n.
Therefore, (KP) has a positive answer for C × A, as desired.

Theorem 6.2.8. Let G be a group with |G| ≤ 95 and let A be a finite abelian
group. Then (KP) has a positive answer for G× A.

Proof. By Proposition 6.1.9 even (ZC1) holds for G×A provided G does not map
onto S4 or G does not coincide with S3 o C2 or A5.

If G = S3 oC2 then G is a Sylow tower group and hence also G×A is a Sylow
tower group. Thus the result follows from Theorem 5.1.6.

If G = A5 then clearly (ZC1) holds for G. Therefore the result follows from
Proposition 6.2.6.

Assume now that G maps onto S4. Let u be an element of V(Z(G × A)) of
order n. By Proposition 6.1.9 we know that if 4 - n then u is rationally conjugate
to an element of G × A and the result will follow. Suppose otherwise that 4 | n.
Using Corollary 6.2.3.(1) and Corollary 6.2.3.(2), we deduce that ε(G×A)[k](u) = 0

if k 6= n, provided that G = S4 or G is a group of order 48 mapping onto S4.
Finally suppose that G is a group of order 72 with S4 as image. Then G has a
minimal normal subgroupM isomorphic to C2×C2. We have that (ZC1) holds for
G/M and also G/M has no elements of order 4. Thus Proposition 6.2.2 completes
the proof.
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Index of Notation

An = alternating group on n symbols; 24

(AUT) = Automorphism Problem; 3

CG(X) = centralizer of X in a group G; 22

Cn = cyclic group of order n; 24

εg(u) = partial augmentation of u at g; 15

εG[m](u) = sum of the coefficients of u at elements of order m of G; 17

exp(G) = exponent of a group G; 22

Fq = the field with q elements for q a prime power; 21

Φm(X) = m-th cyclotomic polynomial; 21

(Gen-BP) = General Bovdi Problem. 7

(IP) = Isomorphism Problem; 2

(KP) = Kimmerle Problem; 7

(MIP) = Modular Isomorphism Problem; 2

µ(ζ, u, χ) = Multiplicity of ζ as eigenvalue of ρ(u)

with ρ the representation affording χ; 33

NG(X) = normalizer of X in a group G; 22

PAn(G) = Set of distributions of partial augmentations

of elements of V(ZG) of order n,with G a group; 35

(PQ) = Prime Graph Question; 6

P (m) = number of prime divisors of m; 21

PSL(n, q) = SL(n, q)/Z(SL(n, q)); 24

Q4n = quaternion group of order 4n; 24

SL(n, q) = {a ∈Mn(Fq) : det(a) = 1}, as multiplicative group; 24

(SP) = Spectrum Problem; 6

Sn = symmetric group on n symbols; 24
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TPAn(G) = Set of distributions of partial augmentations

of elements of a group G of order n; 35

U(RG) = group of units of the group ring RG; 11

VPAn(G) = Set of distributions of virtual partial augmentations

of order n for G, with G a group; 34

V(RG) = group of normalized units of the group ring RG; 13

vp(m) = maximum non-negative integer k with pk | m; 21

Z≥0 = the set of non-negative integers; 21

Zp = p-adic integers; 21

Z(G) = center of a group G; 22

Z(G) = subring of Q formed by the fractions with

denominator coprime to |G|; 22

(ZC1) = First Zassenhaus Conjecture; 4

(ZC2) = Second Zassenhaus Conjecture; 4

(ZC3) = Third Zassenhaus Conjecture; 4

ζm = complex primitive m-th root of unity; 21

gh = h−1gh, conjugate of g by h; 22

(g, h) = g−1h−1gh, commutator of the group elements g and h; 22

gG = conjugacy class of g in a group G; 22

Xg = {g−1xg : x ∈ X} with X and {g} subsets of a group; 22

〈X〉 = subgroup generated by a subset X of a group; 22

〈g1, . . . , gn〉 = 〈{g1, . . . , gn}〉; 22

G×H = direct product of the groups G and H; 23

GoH = semidirect product of a group H

acting on another group G; 23

G′ = commutator subgroup of a group G; 22

|X| = cardinality of a set X; 21

|g| = order of g; 22
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G-adapted ring, 104
Z-group, 24
π-element, 23
π-group, 23
π-number, 23
π-regular, 23
π-singular, 23
π′-element, 23
π′-number, 23
p-Brauer character, 32
p-elements, 23
p-groups, 23
p-modular constituents, 32
p-part, 23
p′-elements, 23
p′-groups, 23
p′-part, 23

augmentation ideal, 27
augmentation map, 27
Automorphism Problem, 12

Bovdi Problem, 16

Camina group, 24, 97
Cartan matrix, 32

center, 22
centralizer, 22
character, 31
character table, 32
commutator subgroup, 22
complex character, 31
complex representation, 31
conjugate, 22

decomposition matrix, 32
degree, 30
distribution of partial

augmentations, 34

equivalent, 30
Euler’s totient function, 21
exponent, 22
extended HeLP Method, 109

Fitting subgroup, 24
Frobenius complement, 24
Frobenius group, 24
Frobenius kernel, 25

General Bovdi Problem, 16
group algebra, 11, 26
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group ring, 11, 26

Hall π-subgroup, 23

irreducible Brauer characters, 32
irreducible character, 31
irreducible representation, 31
Isomorphism Problem, 11

Kimmerle Problem, 16

Lie products, 29

Möbius function, 21
metabelian group, 24
metacyclic group, 24
Modular Isomorphism Problem, 12

normalized units, 13, 27
normalizer, 22

ordinary character, 31
ordinary representation, 31

partial augmentation, 15, 28
prime graph, 16
Prime Graph Question, 16

rationally conjugate, 14
representation, 30

spectrum, 16
Spectrum Problem, 16
supersolvable group, 24
Sylow tower, 24
Sylow tower group, 24

torsion, 23
torsion units, 13
totally ramified, 108
trivial character, 32
trivial units, 27

virtual partial augmentations, 34
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