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Abstract

This paper analyzes the curse of natural reseuiroen a new approach, taking as reference
object the economy of the Netherlands. It is shdvw the deindustrialization process of an economy
suffers as a result of the natural resource setdwelopment, and how it may cause lower growthsrate
when the industrial sector has certain featuresa/Astarting point, we proceed with an estimation of
production functions for different sectors of thmeomy in order to quantify the economies of sdale
each of them. Subsequently, by means of a consttaoptimization model, a boom in the natural
resource sector is simulated and the results adtainder different scenarios are discussed by congpa
them with a base scenario. The results obtainedestghat the curse of natural resources can dfcthe
expansion of the natural resource sector is higlhis case being the lower economic growth rates T
curse could be mitigated by expanding the areasigif productivity in non-tradable goods. It is also
noted that the higher the labour market rigiditg tlesult it will be a lower economic growth ratadea
combination of these rigidities with a pronouncegbansion in the resource sector could lead to éurth
reductions in economic growth rates.
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1



1. Introduction

The curse of natural resources is a controversidlgaradoxical issue that has
gained increasing economic importance, especiallgigveloping countries. When we
speak of the curse, we are dealing with a diffiteltinderstand special situation where
the resource-rich countries are those with poonecoc development. Many questions
arise: How does an economy that is endowed with matural resources experience a
lower rate of development, while others less riobvg an accelerated rate of growth?
How is it that countries rich in natural resourees not rich in economic terms, when
the whole production process requires basic ravenads and energy? If a significant
endowment of natural richness and an infinite deinfan products derived from this
are not sources of further growth, what then aee ribcessary resources for further
growth?

It is really difficult to find a clear explanatiofor the natural resource curse,
though a variety of arguments or trying to justifys phenomenon exist. From the
economic point of view, the most popular explanatiath greater empirical support is
based on the Dutch disease. The concept of Dutshase was coined after the
experience of the Netherlands in the 1960s wheuigwovery of natural gas reserves in
the North Sea took place. This finding led to bathexpansion of the energy sector and

a deindustrialization of the economy that ultimgaield to a recession.

Following this explanation, several theoretical misd that have added
interesting variables to the study of the curseéhsag the level of human capital, the
existence of externalities and the institutionablgy of countries began to emerge.
However, few studies have tried to explain the ulyde causes of the relationship

between industrialization and economic growth.

The purpose of this paper is to contribute to thuelys of the natural resource
curse within the scope of the relationship betwasdustrialization and economic
growth. To this end, as an initial hypothesis weethe possibility that each sector of
the economy follows their own dynamics as a restithe innovation and absorption
process as well as those complementarities belgngirtheir firms, industries and to
the same sector against other economic sectorsicallgs these dynamics are

determined by different types of economies of sdaternal and external to firms.
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To attribute the curse of natural resources beung b the Dutch disease, the
industrial sector should contain more relevant eowes of scale than the natural
resources sector. If this is true, the industréaitsr contraction that occurs as a result of
the expansion of the natural resource sector witkelase the potential economic growth
at aggregate level, generating lower growth rakesding, therefore, to the natural

resources curse.

By studying the case of the Netherlands, we wiblverthat the industrial sector
has economies of scale which are more importamt tih@ booming sector, resulting in
lower growth rates. The Netherlands is an espgdiatieresting case due to its historical
importance in the explanation of the natural resewurse, their statistics showing that
the dynamic explained through the basic model efDtch disease is still applicable,
which makes it an appropriate setting to test tbekimg hypothesis.

In addition to these historical reasons, the behavbf the Dutch economy
continues reflecting to this day the dynamic expdi through the Dutch disease. This
gives us on adequate environment to simulate aalatsource boom and assume that

the dynamic actually referred to by the basic made¢he disease could be realized.

For this purpose, we will use two different methlodges. First, we will
estimate production functions for each of the aigtisectors so that the economies of
scale in each of the sectors will be quantifiedehwe will develop a constrained
optimization model that incorporates the movemémthe labour force across sectors
to simulate a shock in the natural resources sect@rder to assess its effects on the

growth rate of the economy and to compare the tesuth a base scenario.

The present study is divided into five sectionsteAthis brief introduction, the
second section presents an overview of the exigtanomic literature on the issue.
The third section contains the empirical methodgltmy be used in order to carry out
our analysis, and the fourth shows the main redghitelly, the fifth section presents the
main conclusions drawn from the study and someestgd ideas to go deeper into this

issue in future research.



2. The Curseof Natural Resour ces.

The term natural resource curse refers to a getrerad to exhibit lower rates of
economic growth in those countries with large raturesource endowments or
experiencing positive shocks in endowments or ia tklative prices of natural
resources, comparing them with other countries outmatural resources. The main
explanation lies in the phenomenon known as thelbdisease, which takes its name
from the effects attributed to the Dutch manufaotysector due to the gas discovery in
the North Sea. It is expected that a positive shacthe natural resource sector of a
country causes a reallocation of its productivetdia; focusing on those economic
activities that benefit from this shock and tendiag decrease in the industrial sector.
At the same time there would be a currency appiieniaand a loss of international

competitiveness.

A good explanation of the process that occurs mxatithe natural resource boom
is put forward by Stijns (2003) using the basic elaaf the Dutch disease presented by
Corden (1984). This model considers a small opem@uy that produces three types
of goods: two tradable goods whose price is detethi exogenously in the
international market and a third non-tradable gedubse price is determined by the
domestic market through the balance between supply domestic demand. It is
assumed that capital in economy is a fixed factdrereas work is a mobile factor. In
this context, a positive shock to the natural resesi sector will produce two effects: a

movement efféand aspending effect

The first effect takes into account the changesuipply, so that when the boom in
the natural resources sector occurs there is arase in the marginal productivity of
labour in that sector. As a result, the marginat @b the sector is reduced and there is a
shift in the supply curve of these goods. This eaus growing labour demand in the
sector, generating a transfer from the non-tradgbteds sector and from the industry
sector to the booming sector as well as raisingewagssures in the whole economy.
Upon this wage increase there is an increase idugton costs for all types of goods,
although in a small open-economy context, thereniy an increase in the prices of

non-tradable goods, appreciating the real excheatge



The spending effect takes into account the changede demand side. The boom
in the natural resource sector produces an incieasy¥enues as well as an increase of
the demand for all goods in the economy. As theepaf tradable goods is set on the
international market, the rise in demand affectty ¢ime relative price of non-tradable
goods by increasing it, causing again an appreciadi the real exchange rate. This
process produces, in turn, a movement of the labonwe from the tradable goods
sector to the non-tradable one.

The industrial sector would be part of the tradabgteds group, so it would
experience a reduction. Stijns (2003) identified @disect deindustrialization the
movement from the manufacturing sector to the bagnone, and as indirect de-
industrialization the movement of factors outside hon-tradable sector combined with
an increased demand for these sector goods dhe spending effect, which generates

a transfer of labour from the manufacturing setdadhe non-tradable ofe

The works of Rodriguez and Sachs (1999) and SathdVarner (2001) are among
the most significant ones on the natural resouroses they refer to the negative
relationship between natural resource endowmenttlaadate of production growth.
Their results support the view that there are aerleey industries within the
manufacturing sector which are of great importatecéhe endogenous growth of a

country.

Stijns's work (2003) proves the existence of thécbBulisease regardless of its effect
on growth rates, without discussing the implicasiai the deindustrialization process
by means of a gravity model of trade. Collier andd€is (2007) obtain empirical
evidence by using cointegration techniques withepahata, noting that a natural
resource boom has positive effects on the levg@rofluction in the short term but has

adverse effects in the long term.

Studies that allude to other key factors are tradd8ravo-Ortega and De Gregorio
(2005), Gylfason (2001), Murshed (2004) and Stif2606). Bravo-Ortega and De

% Stijns (2003) states that we can expect the intideindustrialization to be more important thaa th
former one, depending on the propensity to consseneices (non-tradable goods). This situation accur
more often when the State obtains substantial ressuthrough the income derived from natural
resources.



Gregorio (2005) develop a theoretical model ablexplain how a high level of human
capital can reduce the effect of the natural reswurse, testing this hypothesis by
using data for several countries. Gylfason (20Qitaioed similar evidence for a sample
of countries and Stijns (2006) studies the linkneetn natural resource abundance and
human capital accumulation. Murshed (2004) studiesl role of institutions in the
natural resource curse, noting that different typkesesource endowments (minerals,

oil, coffee, cocoa, etc) have different effectsmstitutional quality.

Mehlum, Moene and Torvik (2006) establish a thecaéimodel which explains the
influence of institutional quality on growth rateéan economy with an abundance of
natural resources. According to this model, quahstitutions can promote productive
activities to the detriment of resource hoardinging data on institutional quality, they
note that those countries with poor institutionaality are the most likely to suffer the

natural resource curse.

By using the VAR methodology, Hutchinson (1990)dsts the cases of Norway,
the United Kingdom and the Netherlands, reachiegcttnclusion that the prediction of
a contraction in the industrial sector is validhe short term, but in the long term there
is no evidence that prolonged boom effects willhadverse effects on growth. Guidi
(2009) uses a similar methodology for the studthefoil boom in the United Kingdom,
identifying a positive relationship between inciagsthe oil prices and manufacturing

and services output and a negative relationshigrdégg salaries in both sectors.

Finally, Olusi and Olagunju (2005) apply the VAR tmadology to the case of
Nigeria, confirming the existence of the Dutch dse Unlike other works, these
authors did observe that the effects of the diseaselatent over the long term,

contracting the agricultural sector rather thanrtaaufacturing one.
3. Empirical M ethodology

To conduct the empirical analysis we will first peed to analyze the sectoral
dynamic, including an analysis of both, the proesssf innovation, learning and
diffusion and the complementarities, in order téedmine which sectors have a higher
growth potential. The concept underlying the analgg the sectoral dynamics is the
one regarding the economies of scale: internal e firm, urbanization and

agglomeration economies and dynamic economies. Weliacuss about the natural
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resource curse resulting from the deindustrialimaprocess when the sectors that are
reduced as a consequence of the boom enjoy a hgjbarth potential than those
sectors that are expanding.

The sequence of steps to follow will be: (i) to lgma the dynamics of each sector
(economies of scale) through a measurement metbgga(ii) to observe the behaviour
of each sector when facing expansion or contractioractivity levels, and their
contribution to overall economic growth, and (ii9 simulate a shock in the natural
resource sector under alternative scenarios anduree¢he response of the economy at

aggregate level will be measured, comparing thaioét results with a base scenario.

To simplify the analysis, the activity sectors netyag the SITC classification will
be grouped as follows: (i) Agriculture, Hunting, réstry and Fisheries (A + B); (ii)
Mining, Quarrying and Energy Supplies and Water {CE), Manufacturing (D),
Construction (F), Business Services (G-K), Publaministration, Defence and Social

Security (L) and Education, Health, Social Work &wmmunity and Domestic (M-£)
3.1. Measuring economies of scale

To clearly define economies of scale it is necgs$aat they take into account
innovation processes and complementarities as agelhe concepts that are derived
from them: absorption, learning, diffusion and baeid forth links. lturribarria Perez
(2007) identifies three types of economies of scadternal; of localisation; and of

urbanization.

Internal economies of scales arise from the extstenf certain costs which are
indivisible or fixed costs being independent of theduction volume and of the
production facility placement. Thus, the increaseldime production allows costs to be
distributed among a greater number of goods, reduitie cost of production per unit,

and resulting in an increase in internal returnthéocompany.

Economies of localization or agglomeration areatifrom the causes set forth by
Marshall as the formation of a concentrated laboarket, the development of an input
supplier sector and specialized services, and tiweased communication and

information flow that is generated. Together witlege factors, the cost reduction that

“ Table 1 in the Appendix shows the classificatibrtioe SITC activity sectors
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results from a better organization between firmmshsas transport costs, negotiation and
transaction should be taken into account. Accordilmg Ocampo (2008) the
technological osmosis can generate externalities tduthe information and human
capital that is spread among industry companieshdse cases, companies can reduce
their production costs when establishing in areébh & high concentration of firms
dedicated to producing the same goods, or usingasiproduction processes, being
external to the firms but internal to the industry.

When dealing with urbanization economies, compaaigseve benefit from the
diversity of the environment due to the specialamignce assumed by the processes of
innovation and diffusion of ideas among companiesnf different industries and
activity sectors. The market size also acts asotenpial source of agglomeration
economies, as Krugman (1997) points out, placiregdbmpanies where the market
potential is greater, locating the largest markettere more companies are set. Such

economies are external to firms and external taorttiestry.

Finally, the last type to be considered are dynamnanomies, referring to the stock
of information or knowledge accumulated over thargeand concerning all aspects of
the know-how business. These mean reductions idugtmn costs related to the
learning process derived from the production stmgct

In order to measure all the externalities mentoabove, we will proceed to
estimate production functions by industries, asedbw lturribarria Pérez (2007). The
production function will try to collect effects deed from the intra-company income
(internal economies of scale) and extra-compangnre (agglomeration economies,
urbanization, dynamics and complementarities). @wduction function will be like
this:

Y=a(r, 75 i(9 *e(pu,q, 9 * f(K,L)

where a(r,n) is an innovation factor that depends on the aasettirisk, r, which in
turn depends on macroeconomic stability ands the ability to appropriate the benefit
from such innovationsi(q) is a function that contains the internal econonoescale
of each company and is directly dependent on thgpubulevel g. In turn, the
terme(g,u,q, c)contains the returns to scale that depend direatlythe industry
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concentration level;, i.e., agglomeration economies, the market siz the urban
development ) and the dynamic economies. The tegn contains the production

accumulated over the years, representing the & giaduction experience, ands a
measure of complementarities between firms, indessand sectors. The terfn(K, L)

Is the traditional production function with constaeturns to scale, since the increasing

returns are derived from the first part.

Given the availability of existing data, this papeéll be limited to measuring
the impact of returns to scale arising from aggl@atien economies, urbanization,

internal scale economies and dynamic economiessilement of complementarities

and the impact and diffusion of innovations wilmain pending for future reseafch

We need to find statistical variables that apprate these effects with the level
of disaggregation required. For this purpose we ke as reference the work of
Krugman (1998) which shows the idea of centripatad centrifugal forces that affect
the geographic concentration of economic activiaesl markets. According to these
ideas, the external economies of agglomeratione ankere there is a significant
concentration of a specific industry, tending todoacentrated in specific geographic
areas rather than being evenly dispersed througtimitcountry. In turn, we can
approximate the level of concentration of an industy means of the population
employed by this industry. If we are really dealwgh economies of agglomeration,
the relationship between the industrial output ghoand the concentration of a sector
or industry in a given territory should be positivks a variable, we can use the
Herfindahl-Hircshman (HHI) index which will indicatthe degree of concentration or
diversity. As well as measuring agglomeration ecoies, this index can help us to

observe the presence of urbanization economiegtiada negative sign in this case.

The HHI for a sector is calculated as the sum of the squared ratitvgdas the

employed population in each sector (exaepand the total employed population.

In economies of urbanization, the diversity ofi\aties together with the market

size generate economies of scale. In the eventi@f sconomies we would expect a

® For such measurements we would need to have digafgd information at the level of four digits in
the SITC and additional information on research degtlelopment, foreign participation in domestic
industries, and statistics on Foreign Direct Inwesit disaggregated by regions and activity sectors.
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direct relationship between growth in the produttievel of an industry and the
population employed in other industries. A proxyiahle for this type of externality is
the population employed in other activities, expert positive sign if there are such
externalities. However, this variable could also beasuring the existence of

complementarities in demand.

To capture the effect of internal economies, andva do not know exactly the
size and production volume of each firm, we shdnfdo approximate it. We can use
the average size of local units (company size, fidh the ratio between the number of
positions or jobs (POP) by the number of productivéts (UL) that exist in each
considered region. If the variable is appropriateshould reflect the existence of
increasing returns to scale (internal to the firralptaining a positive sign in its

coefficient.

Dynamic economies would also be of interest, sirtbe patterns of
specialization of the past can define differentwglopaths. To capture these effects
Callejon and Costa (1996) propose two variablespibpulation employed in the sector
or industry of interest (in logs), and a measurespécialization in that sector (ESP)
which is calculated as the ratio between the engalgyopulation in this industry or
sector and the total employed population. A vagabllevels may be capturing specific
dynamics for a region. If there are such exteneslitve would get a positive coefficient

on both variables.

To approximate the effects of innovations, and libenan capital tied to them
and the processes of diffusion and learning, df imterest to include variables that take
into account the level of spending on education andresearch and development.
Authors such as Romer (1993) and Iturribarria P€2€07) propose using variables
such as Foreign Direct Investment, Machinery Importd Foreign Participation in
Domestic Firms, but these data are not availablkeahecessary level of disaggregation
to be included in this paper. We have finally dedido use the rate of school attendance

and the spending on research and developmentasenpage of GDP.

Finally, it is necessary to include two sets oftcol variables. The first group
would consist of two variables: average compensatioproduction factors (COMP)

and the formation of fixed assets (FAF) by sectat eegion. The second set of control
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variables consists of three binary or fictitiousriables, each associated to a
geographical area: West (W), East (E) and Southlédying the northern region as a

basis for relevant comparisons.

Including all the variables mentioned above, mpldtilinear regressions will be
estimated by ordinary least squares. Three equatidhbe estimated for each sector of

activity:

@ In(AV,,) =B5+B(POR ~POR) +B,HHI, +BIN(TE) +B,ESP+BEMP +BJn(FAF) +BIn(COM) + &

(21n(AV,,) =B,+B(POR - POB) +B,HHI, +BIn(TE) +B,ESP+BEMP +Bn(FAF) +4n(COM) +B,EDU,
BRD +

(In(AVee) | =B4+,(POR —POR) +S,HHI, +4,In(TE,) +S,ESP+BEMP +In(FAF) +4,In(COM,) +B,EDU,
IBQRDI' +ﬂlOVV +ﬂllE +lBlZS+£i

The first equation incorporates the effects otygles of economies of scale that
we want to identify plus two control variables telh to wages and fixed asset
formation. The second equation includes, in additto the first, the effects of
Education and Research and Development as cordrables. Finally, equation (3)
includes dummy variables for geographic areas.

Table 1 shows the names of each of the varialsed in the process to measure
economies of scale, along with a brief descriptowl their method of calculation as

well as the year for which data are available &edsburces used to obtain them.
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Table 1: Variablesused in the analysis

Name Description Year Source
AV Aggregate value per person employed in the activi3007/1996 CBS (Statistics Netherlands
pe sectori.
POPR - POP Difference between the total employed populatio@007/1996 CBS (Statistics Netherlands
T i and the population employed in industripy region
and activity sector. Occupancy data are measured in
fte.
HHI Herfindahl-Hirchsman  Index calculated from2007/1996 CBS (Statistics Netherlands
i employement data in fte by region and activityteec
InTE Average size of local units by region and activity007/1996 CBS (Statistics Netherlands
i sector calculated as the ratio between the employed
population and the number of local units (in logs)
ESP Specialization measure by region and sector @997 CBS (Statistics Netherlands
i activity measured as the ratio between the employed
population in the sectérand the total.
In EMP Population employed in the sectoiby region and 1997 CBS (Statistics Netherlands
i sector of activity (in logs)
In AAF Formation of fixed assets per employee by regiah a2007/1996 CBS (Statistics Netherlands
i activity sector. It is calculated by the ratio beem
total compensation of each sector and the employed
population in this sector (in logs)
InCOM Compensation to the factor per employee by regic®007/1996 CBS (Statistics Netherlands
i and activity sector. It is calculated by the ratio
between total compensation of each sector and the
employed population in this sector.
EDU Percentage of students in all levels of educatigh w 2007 Eurostat
T respect to the total population (by province)
R& D R & D expenditure as a percentage of GDP (b2007 Eurostat
T province)
wW West Region 2007 CBS (Statistics Netherlands
E East Region 2007 CBS (Statistics Netherlands
S South Region 2007 CBS (Statistics Netherlands
3.2. Simulation procedure.

Once sectoral dynamics have been estimated, wproaeed to simulate a shock in
the natural resources sector to assess its effactise growth rate of the economy as a
whole and to compare the results with a base sicear perform simulations, we need
to define alternative scenarios so as to illustrdte booming situation and a
methodology that allows us to overlap differentnsg®s and get aggregate growth

rates. To this end a constrained optimization ma&dptoposed.
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Ouir first step will be, therefore, to define thffelient scenarios: the one conforming
to the boom of the natural resources sector, amdbdise or reference scenario. The aim
of defining this last scenario is to calculate teference rate upon which we can make

comparisons. Other scenarios will result in re8trts in the optimization model.
3.2.1. Alternative scenarios

As a starting point we will consider both a themadtscenario and a more realistic
one. The difference between them is that the dissumes perfect mobility of the labour
factor on the assumptions of the Dutch disease Inddee more realistic scenario
assumes that there are certain restrictions omttality of people and therefore there
will be a percentage of restrictions that, in thersterm, will have a fixed nature.

Another distinction we will assume is the one mdatto the relative boom
importance, measuring it through the amount of l#imur factor that will attract the
natural resource sector. We will consider threesiilgies for the increase in the

employed population in the sector: 1%, 10% and 20%.

Finally, another important distinction consists obnsidering three parallel
situations concerning the behaviour of the nonabdel goods sector: (i) there is no
change in its activity level; (ii) it is undergoiran expansion, and; (iii) it is undergoing

a contraction.

As a base scenario we have used data coveringettedpl996-2007 in order to
calculate the average annual growth rate, the nebsmg that choosing this period we
avoid having as a reference a year of recessi@xmansion of the economy. We have,
by combining all data, a total of 19 scenariosdk8rnatives and 1 base).

3.2.2. Optimization model

The optimization model, with which we are goingdeal, aims at testing that the
natural resource curse is feasible when certainigcsectors contract as a result of the
expansion of others. Therefore this model shoutvstne maximum potential growth
of an economy under different circumstances, sowhan a shock occurs in the natural
resources sector its maximum decreases and itlasviibe one existing in the base

scenario, when thus we can say that the cursassbie.
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The model proposes the maximization of the growtke of the economy subject to
a specific allocation of the labour factor derieain the natural resources sector boom.
The control variable of the problem will be the rhenof employed persons assigned to

each region COROP so that the allocation to be carried out willthe most efficient
one (maximizing the country's growth rate), considethe restrictions imposed by the

alternative scenarios.

Starting from the three equations proposed in tegipus sub-epigraph at a sectoral
level, we can obtain the growth rate of the econ@®y whole by using the values of
the estimated coefficients. Our objective functiaould be defined as follows:

MP 40 AVpEij -
@OMax A, = @/ n)z z 9. AV—

i=AB j=1 peT t-1

where/, is the country's growth rate in peribdrhe sub index refers to each of the

sectors of the economy activity that have beenidensd in the analysis of economies
of scale (A + B, C + E, D, F, GK, L and MP). Thebsmdex| refers to each of the
regions COROP in which the Netherlands are divideging g; the growth rate

experienced by the sectbin regionj for the periodt. AV, refers to the aggregated

value per employed population amdis the number of years used to calculate the
average annual rate (11 years, 1996-2007).

The growth rates of each sector and each regiobeattained from the data at the
aggregate level for the year 1996 (base year) eord the results obtained from the

proposed equations estimation.

(2g; =In(AV —-In(AV

peij t ) pejj 1996)

(3)|n(AVpe)j =B o+By(POR —POR ) +5,HHI; +4In(TE; ) +5 ,ESE +[,EMP; +[In(AAF;) +£,In(COM, ) +

ﬁBiEDUT +189iRDT +ﬁ10iW +ﬁ1]jE+ﬁ12iS+gi
Combining the three previous expressions; we obtae rate of economic
growth that forms the objective function to maximiZ he control variables will be the

populations that are allocated to the sector aredt: the natural resource sector when

® Regional division in the Netherlands based on @wmordination Comission Regional Research
Programme (COROP) which includes a total of 40.
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simulating the boompoR,, and non-tradable sectors when simulating an esipan
POR,.. Note that the control variables are present io of the variables used in the

estimating equations.

The simulation that we propose has its limitatiand we think it is appropriate
to give more details. As the model sets out the @t change resulting from the
reallocation of the labour factor in the short terns logical to maintain constant the
capital factor and the variables of Education aresdarch and Development. The
variables related to the dynamic economies coutchage major changes to the extent

that changes are observed taking place at thesgremment of the shock.

But there are other variables that do change aatdlite model does not take into
account. One of them covers the wages in eachrsdeten if one assumes that the
conditions exist to make all wages equal in allt@a; the regression results indicate
that there are sectors that respond more strohgly others. The limitation has to do
with the initial expansion of the natural resouseetor products, which is not included
in the simulation; the expansion generates an aserén the sector’s relative weight in
the economy and produces variation rates that ahrhigher. The final limitation of
the objective function is related to firm size. Tingantity of labour factor allocated in

the short term to a particular sector should beadty related to the size of the

productive establishments and that variation wawitbe captured.

Having defined the limitations of the simulation weceed to set out the different
restrictions. The first one is general for all pbksscenarios and implies that the total
employed population must remain the same as itélgenning. This restriction implies
the assumption that the economy is in equilibriumthviull employment and, even

though the process of deindustrialization occuts,isi in equilibrium with full

employment.
MP 40
(4)POR = > > POR
i=AB j=1

" As seen below when dealing with results, the mwbis much smaller in this last point when the ratu
resource sector and the non-tradable one presergading returns to scale. This implies that indhse
of a boom, growth rates would be even lower. Tloeeefif positive results are obtained with this mbd
a more realistic one incorporating variation imfisize should have better results.
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The following restrictions illustrate the expansiinthe natural resources sector (C

+ E) and the contraction of the industrial seciy. (

(5) POR;, =POR,, * 1+ EXP)
(6) POR ;2 POR, *(RIG)
(7)POR, <POR,

The superscript b refers to the value of the véeiaib the base scenario, while the
other variables are the result of the optimizapoocess. The EXP expression shows the
percentage of expansion in the sector concernedttderm RIG refers to labour
market rigidities (percentage of employed poputatihat is immobilized in the
workplace). The restriction (5) is formulated sattthe increase caused by the boom
takes place in all regions and in equal proportidns means that the most productive

regions do not benefit the most, as common sensddwadicate, but all of them

experience an increase to a certain percerftage.

If you look closely at the expression (7), it candeen that its intention is to prevent
reallocations within the sector itself. The resioie (6) captures the rigidities in the
labour market and it is more logically related ¢ality in the sense that labour market
rigidities are widespread throughout the countnd all productive sectors are subject

to similar conditions.

When solving the optimization problem there areitémegarding the amount of
control variables, in not being able to simulate #xpansion of the natural resource
sector at the same time as the expansion / coisinact the non-tradable sector. To
solve this problem, the procedure to follow will bevided into two stages: the first
includes the expansion of the natural resource®iseand the second the expansion /
contraction of the non-tradable sector. To doig tiray it will be necessary to impose 6
additional restrictions, so that the constraints1fr(8) to (10) together with equations

® This has been done with the intention of simpfiyithe model. The first tests adopted an inequality
restriction intended to allow the C + E sector tovg far as possible so as to maximize the rate of
economic growth with further expansion of the sectathout the appearance of the term EXP in the
expression (5). In this context the optimal resudis that the natural resources sector does nondxpa
even in those more productive regions.
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from (1) to (4) form the first stage, while restioms from (11) to (14) together with
equations from (1) to (4) comprise the second stadke case of a contraction in the

non-tradable sector.

(8) POR;p; = POR,,

(9)POR,; 2 POR  * (RIG)
(L0)POR; <POR,

(L) POR, 2 POR,, * (1+EXP)
(L2) POR,, = POPR,,(RIG)

(L3 POR,; < POR}; |

These 13 equations comprise the constrained maxiimizmodel of growth rates in
an economy. For the simulations we will take intocunt the alternative scenarios that
have been previously defined, and these will bepdetad with different values for the

parameters RIG and EXP.
4. Empirical evidence.

To conduct the empirical analysis we will use datan different geographical areas
of the Netherlands in two years: 1997 for dynantor®mies and 2007 for the rest of
the data.

Regarding the analysis of agglomeration and urladioiz economies, we need to
select geographic areas as small as possiblee Iceite of the Netherlands the following
divisions are available: 4 regions, 14 province® @OROP regions and 51
municipalities. We cannot reach the maximum levél disaggregation because

industrial and sectoral data are not available wemitan cover the study at the COROP

level?

° Appendix Table 2 shows the regional division a8l mea definition of the variables used.
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With regard to the selection of 2007 as the refezepear for the study, it is
noteworthy that, despite the international contettseeming the most appropriate, it is
the year in which there are more available datdadn, there are some restrictions of
information with respect to the variable of fixessat formation, which is not available
for all levels of economic activity due to confidiaity reasons; these restrictions are
necessary to join two sectors to avoid losing dallathese restrictions have eventually

led to limiting the disaggregation to the 7 sectodscated above.

From 2002 onwards data on the fixed asset formatmeerning the manufacturing
sector (D) are not available, so we made an esom#&iased on the historical average
calculating the relative weight of sector D in fiheed asset formation of each COROP
region for the period 1995-2001.

With reference to the data on educational level msg¢arch and development, we
have found only statistics with provincial disaggagon, making it necessary to extend
the provincial averages for the various COROP megithat make up each province.
There are no disaggregated data by activity seetbich implies that the data at the

provincial level will be used for all sectors incbeof the estimates.

Finally, data from the average firm size are awddaonly from 2006, which has
been a serious limitation when selecting the yéatwly; the year 2007 has been used

since there is no information about R & D in 2006.
4.1. Economies of scale

We introduce now the results derived from estintatire three models proposed

in the previous section for each sectoral group.

Agriculture, Hunting, Forestry and Fisheries (A+B)

The results obtained show that in the economicosgechA and B there are
agglomeration "diseconomies". The coefficient aledi for the HHI variable is always
positive and statistically significant. As we memgéd before, this HHI sign may also be
reflecting urbanization economies, whether deriviedm diversity itself, non-
concentration, or from complementarities of demeeghrding market size. This latter

interpretation seems to be the most appropriatéhtocase. A decrease in the degree of
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concentration of these activities generates areas® in the growth rate of aggregated

value per person employed close to 4.27%.

Regarding the control variables used to estimaeétond model, the formation
of assets, the variable of education, and the relseand development one are
significant, although the latter shows an opposits to that expected. The regional
dummies indicate the existence of some delay imtb&t and south, with respect to the
north.

Mining, Quarrying and Energy and Water Supply (C+E)

The activity sectors C and E show, initially, twaddresting results in terms of
returns to scale. One associated with the returttsnsthe companies themselves, and
the other on dynamic economies. In the first cise,coefficient of the average firm

size has a negative sign and is statistically Sigamt.

The negative sign that takes the variable Ln (Ti&l)ndicative that there are
decreasing returns to scale within companies itosecC and E. According to the
results obtained in the third model, a 1% incraasthe average size of companies in
these sectors would lead to a reduction of abdd®%. of theAV growth rate of the

same activity sectors.

The second interesting result is presented by Hreahle Ln (EMP), with a
positive sign, indicating the likely existence gfmdmic economies. When adding the
third model, the dummy variables for dynamic ecomsntose significance. This loss of
significance could be due to the population vagakthich refers to 1997, so it was not

actually capturing dynamic economies but rathetrtteral effects.

Regarding the control variables used, only theofacbmpensation is significant

in the three estimated models.
Manufacturing (D)

The manufacturing sector D exhibits two coefficeen¢lated to the returns to
scale that keep a high level of significance. Tirst fis related to urbanization
economies, showing a positive sign. The positiga gf this coefficient indicates that

there are urbanization economies in the manufangjsector.
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The fact that the HHI variable does not preserissi@al significance seems to
rule out the idea that these economies are duéedransfer of information across
sectors. It is more plausible, therefore, that éhgssitive externalities result from the
existence of complementarities of demand and frowm market size. Unlike the
economies of scale explained in the sub / epigrapbse, for this variable the proposed
models do not suggest a constant elasticity bberatepend on the current population.
The larger the population, the greater is the ielastof urbanization economies.
Looking at the results of the third model, the &tity of the AVp with respect to POP
POR, would be less difference for the COROP region betwéhe total working
population and the one employed in sector D (Dglt#i 0.014, while for the COROP
region, with a greater difference between its pafoihs (Groot-Amsterdam) it would
be 0.881. This means that in Delfzij an increasd%f of this population difference
would generate an increase of about 0.014% of tig An the region, but in Groot-
Amsterdam the increase of the aggregated valupgyeon employed in sector D would
be 0.881% given a population growth in the same@gntmon as in the previous region.

The second result showing statistical significaisdie coefficient indicating the
existence of dynamic economies. Surprisingly, itg19s negative, and the control
variables used in the second and third models osilyforce the robustness of this
result. The explanation of the existence of specijfeographic effects is therefore

discarded as in the case of sectors C and E.

A likely explanation could be that the variable EMP) is positively correlated
with the number of industries within sector D, arat with a greater number of people
employed in just a few industries of the same sedthis could indicate that in areas
where sector D was more diversified, i.e. whereregh@ere a greater number of
industries within the sector, information spillosewere reduced, or may have even
been lost. This is consistent with the destructibthe learning process, and could be a
cause for these so-called dynamic "diseconomieké Gounterpoint to this is the
existence of dynamic learning economies derivednfigpecialization; however, the
coefficient ESB is not significant in any of the three models. sTBkplanation would
also be consistent with what we have proposed hbig,is that the ESPvariable

probably measures the degree of intersectoral apstion and intrasectoral
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specialization, being in the latter category whatypamic economies would arise, if the

outlined explanation is adequate.

Regarding the control variables, both the formatainfixed assets and the
compensation to the factors show positive sigrnhéncoefficients as well as statistical
significance for all three models. They respondhfrto what was expected and they
even help to discard those initial fears aboutiéle& of information on fixed assets. As
for the other control variables used, none areifstgmt and they do not alter the results
of the remaining variables, or contribute signifittg to increase the explanatory power

of the model as evidenced by observing the adju’teduared.
Construction (F)

With reference to the construction sector, nonéhefproposed models present
interesting results in terms of economies of sca@ldy the control variable concerning
the compensation paid to the factors appears astis@ly significant in all regressions.
However, what is striking is that sector F is thee dhat seems to meet the most
intrasectoral homogeneity so a fairly high R2 wolddexpected; instead, however, the
three econometric models in this sector are thadetihe least explanatory power of all

the raised models.

To solve this problem new econometric specificatiéor sector F have been
made. We have first added the same compensatiorasset formation variable but
squared, and then interaction terms between relgmumamies and those related to
economies of scale are used. In the ANOVA the aeliemodel® has a p-value of
0.024 (statistic F = 2.501) a little higher tham thriginal model whose p-value was
0.002 (statistic F = 4.195), but with &d@nsiderably higher

With regard to economies of scale, the new spetifin presents just one
significant result, and would indicate the existe¢ dynamic economies in two of the
four regions. Interaction terms between dynamicneoues and the east and west
regions have positive coefficients, and they amgisically significant even in the

presence of control variables.

%\\e tested 8 different models by successively agidariables squared and interaction terms for eéch
the economies of scale. Of them all, the modeletes! is the one that achieved a higher R2. Ther oth
models are not shown in this paper to save spacarbwavailable upon the reader’s request.
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These positive coefficients imply that there areaiyic economies only in the
east and west regions of the country. An elastizit§.02. would correspond to the first
one. A 1% increase in population concerning thekwgr population in F would
nowadays have a dynamic effect (within 10 yearsjhenadded value growth rate per
person employed in the sector of 0.02%. To the wegion the elasticity is higher,
accounting for a dynamic effect of 0.05% comparethe same percentage variation in
the sector employing population.

Regarding the control variables, the compensataiable is the most important
one. The other significant control variable is thenmyS, which has a negative sign
indicating the existence of some delay in the semthregion with respect to other

regions.
Commercial Services (G-K)

Commercial service sectors show results that waulggest the existence of
urbanization economies on the one hand and dynacoicomies on the other. The HHI
variable coefficient is positive in those three misdcorresponding to this sectoral
group. The positive sign of HHI seems to indicate existence of urbanization
economies. However, the coefficient indicating thmgportance of market size is not
significant. The increase in HHI indicates a lowencentration of economic activity in
the group regarding G-K sectors. This fact, in funay be due to two reasons. The first
refers to an increase regarding diversity in thedpctive activity, i.e. that all other
sectors would have a greater participation in egrypent. The second reason is that
economic activity (measured by employment) wouldvendrom the G-K group to
another activity sectdt. In the first situation, the commercial servicesuld be
enjoying economies of scale due to the availabiitya wide range of differentiated
intermediate inputs. It seems unlikely that, inlsaao environment, an information flow
exists as the cause of these economies. In thendestuation, however, the
concentration of some other activity sector wouddtbe cause for economies of scale,

' These two alternatives are derived from the mattieal properties of the function HHI, which
increases as the observed sector becomes lesanel@m this case measured with the population
employed in the sector), indicating a lower conaian. But, in turn, the rate also increases wtinen
activity is concentrated in some of the other saci{@xcluding the interest one), indicating a lower
concentration, when in fact the concentration Inaseiased, but in another sector that is not trerest
one. To differentiate between these two effectscaudd in future work use the Gini concentratioder

in addition to the HHI, or any functional form tHatludes both.
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the one which would generate supply complemergariind importanspillovers of

information.

The ESP variable presents a positive sign and atelcthat there are dynamic
economies of scale for all commercial services iciemed. A 1% variation in the degree

of specialization has a positive effect of 0.67%hia value added of sectors G-K.

Regarding the control variables, only the first fwommpensation and asset
formation are significant. The signs of both arsifiee as expected, and the effect of
compensation is much more relevant than that ofideel assets as was also expected

to occur in the service sector.
Public Administration, Defence and Social Secu(ity

Sector L has three results related to returns atesdhe first is some form of
urbanization economies, the second is the existehegglomeration economies, and

the third refers to the existence of decreasingrmstto scale.

Regarding urbanization economies, these have aiygosioefficient and are
statistically significant in the third model. Thelationship between the population
variable in levels and aggregated value per emplaye¢he public administration sector
indicate, indeed, urbanization economies, sinch thi¢é same size of the state apparatus
and equal spending (at least in active formatianh @fifsets) the number of people who
benefit from products and services in the sectaremses. As can happen in other
sectors of activity, the diversity of inputs foretldevelopment of activity tends to
increase in more diverse environments, and publicimistration itself can benefit from
the existence of an important infrastructure anghrainication channels to improve its

provision of services.

The HHI variable shows a negative sign in this @eathich gives strength to
the result. There are, therefore, agglomeratiomaties that show that the more
important the public sector is in terms of employiméhe greater the aggregate value
per person employed in that sector will result. @furse this result could not be
extrapolated to any country, but at least in théhBigands it means that a larger public
sector is more efficient. The reason for this canfbund in the greater flow of

information that circulates within the sector.
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The third result is the question of the existentelexreasing returns to scale
predicted from the negative coefficient of Ln(TEThis result implies that, as you
increase the average size of local units of govenipthe efficiency with which each
one operates is reduced. This result also seemsalotp the extent that public
institutions are organized on the basis of a bunesdie structure, and where the need to
keep control in large environments does not allbes level of flexibility that smaller

environments are able to maintain.

It should be noted that these results regardingettmmomies of scale, that we
observed for sector L, can only arise due to thkrtgjue of OLS regression that allows
a change of independent variables while leavingadthers constant to determine the
effect on the dependent one. In fact the incredsenployed population in other sectors
must be correlated with the non-concentration ofael. (an increase of HHION the
one hand, the increase of this population woulcegeie economies of urbanization, but
on the other it would also lead to a decentralmatf public administration (towards
other sectors) reducing the economies resulting frigglomeration. The existence of an
optimum concentration level for the sector seenasifde, at least theoretically. The
second link between the economies of scale is ttiathigher concentration of the
economy in sector L may be due to an increasearatterage size of establishments,
which would generate decreasing returns offsettiegoositive effect of agglomeration,
although this would not necessarily postraale off between them as in the previous

case.

Regarding the control variables, the asset formaiso significant, while the
compensation variable is only significant in thestfitwo models. The other important
control variable is the dummy for the eastern negiomdicating some degree of

improvement over the other three.
Education, Health, Social and Community Work, amdn@stic Work (M-P)

Although this last clustering of sectors can betejdiverse, the Rof the
suggested models range from 0.69 to 0.72. And &galts associated with economies
of scale can be observed in them, decreasing setoriscale (internal); and dynamic

economies.
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The first of these, the internal firm "diseconomii@segative sign coefficient)
retain their statistical significance across atethmodels. The increase in the average
size of establishments in these sectors by 1% wgeitctrate a reduction of the 0.15%

concerning the added value growth.

As for dynamic economies, the coefficient for tipesalization variable shows
a value of 0.46 with a statistical significancedkeof 10% in the latest model. In this
case the 1% increase in the specialization lev@ll(ihcrease of ESPB) would have a
positive effect of almost half a percentage pomtthhe added value of all sectors
(0.46%).

Regarding the control variables, the only onesasésg statistical significance,
always 1%, is the compensation variable. The @lahip between this variable and the
added value is almost one to one, which seemsdbgpcthe extent that the activities
included in sectors M-P are intensive among th#. de&rhaps in the areas of health,
and to a lesser extent education, we might haveat&d the formation of fixed assets to
be relevant. The same would apply for the variableg&ducation and Research and
Development. It is likely that, if we had counted more disaggregated statistics for
these sectors, these variables would have becoteean¢ for at least health and

education activities.
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Table 2: Results of the estimation of economies of scale (t-ratio in parentheses)

Agriculture, Hunting, Forestry and Fisheries (A} B

Modelo Constante Economias de Escala Variables de control R2
POP, —POP | HHI. | In(TE))| ESP | IN(EMP)| In(FAF) | In(COM,) | EDU,| R&D, | W  |[E s
1 -2.05 0.00 3.10 -0.36 11.11 -0.12 0.17 0.73 0.63
(-0.81) (0.14) (1.68) (-2.14) (2.27) (-1.30) (0.81) (0.99)
2 0.19 0.00 3.73 -0.12 4.61 -0.05 0.38 0.29 0.03 -0.34 0.79
(0.05) (0.81) (2.26) (-0.82) (1.13) (-0.66) (2.15) (0.49) (2.32) (-4.63)
3 0.44 0.00 4.27 -0.09 2.42 0.00 0.46 0.23 0.02 -0.20 -0.16 -0.06 -0.09 0.83
(0.22) (1.33) (2.63) (-0.65) (0.61) (-0.02) (2.69) (0.40) (1.32) (-1.90) (-2.47) (-1.45) (-1.89)
Mining, Quarrying and Energy and Water Supply (E)+
Modelo Constante Economias de Escala Variables de control RZ
POP. -POR | HHI, | In(TE)| ESP | In(EMP)| In(FAF) | In(COM;) | EDU,| R&D, | ¥ . S
1 -3.76 0.00 0.64 -0.95 24.68 0.88 0.03 1.18 0.74
-1.37) (0.35) (0.09) (-3.34) (0.72) (2.03) (0.24) (2.42)
2 -4.87 0.00 1.70 -0.95 41.05 0.81 0.03 1.02 0.05 0.13 0.77
(-1.61) (0.33) (0.22) (-3.23) (1.04) (1.79) (0.23) (1.93) (0.93) (0.42)
3 -6.19 0.00 -2.64 -0.63 52.61 0.22 -0.09 1.64 0.13 -0.61 -0.21 -0.03 0.24 0.86
(-1.83) (0.62) (-0.34) (-2.22) (1.11) (0.38) (-0.65) (2.63) (1.98) (-1.32) (-0.64) (-0.16) (1.05)
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Table 2: Results of the estimation of economies of scale (t-ratio in parentheses)

Manufacturing (D)

Modelo Constante Economias de Escala Variables de control R2
POP, —POP | HHI. | In(TE))| ESR | In(EMP)| In(FAF) | In(COM,} EDU,| R&D, |  |E s
1 -1.61 0.00 -1.23 0.05 0.84 -0.20 0.34 1.52 - - - - - 0.77
(-0.31) (0.01) (1.14) (0.36) 1.17) (-3.33) (2.83) (4.11)
2 -1.63 0.00 -1.17 0.04 0.86 -0.18 0.32 1.55 0.00 -0.03 - - - 0.78
(0.38) (0.01) (1.04) (0.25) (1.16) (-2.57) (2.67) (3.87) (0.68) (0.61)
3 -1.10 0.00 -1.29 0.06 0.98 -0.21 0.31 1.42 0.00 -0.06 0.04 0.03 0.03 0.78
(0.66) (0.01) (1.065) (0.35) (1.09) (-2.33) (2.38) (2.37) (1.32) (-0.97) (0.96) (0.75) (0.75)
Construction(F)
Modelo Constante Economias de Escala Variables de control R2
— w E S
POP, —POP, | HHI, | In(TE)| ESP | IN(EMP)| In(FAF) | In(COM| EDU, | R&D
1 1.63 0.00 -0.20 -0.03 -0.16 -0-01 -0.01 0.69 - - - - - 0.51
(2.70) 0.12) (-0.75) (-1.13) (-0.34) | (-0.63) (-0.66) (4.91)
2 1.65 0.00 -0.21 -0.03 -0.15 -0.01 -0.01 0.69 0.00 0.00 - - - 0.52
(2.52) (0.05) (-0.75) (-0.94) (-0.30) (-0.64) (-0.60) (4.69) (0.06) (0.25)
3 1.46 0.00 -0.21 -0.04 -0.03 -0.02 -0.01 0.72 0.00 -0.01 0.01 0.00 0.01 0.53
(2.02) (0.09) (-0.65) (-1.10) (-0.07) (-0.70) (-0.46) (4.59) (0.44) (-0.53) (0.55) (0.59) (0.92)
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Table 2: Results of the estimation of economies of scale (t-ratio in parentheses)

Construction (F)(cont.)

28

Modelo Constante Economias de Escala Variables de control
W E S
POP, -POP | HHI. | In(TE)| ESP | In(EMR)| In(FAF) | In(COM| EDU, | R&D;
4 1.90 0.00 0.26 -0.75 -0.03 -0-04 0.00 0.60 0.00 -0.04 -0.04 -0.06 -0.07
(2.11) (1.41) (0.75) (-1.19) (-1.35) | (-1.04) (-0.01) (3.09) (0.49) (-1.72) (-0.60) (-1.56) (-1.77)
Modelo Variables de control Términos de interacaérEconomias de Escala R2
In(AF,)? IN(TE,)W | In(TE,)E | In(TE,)S | IN(EMP)W | In(EMR)E | In(EMP)S
4 -0.01 -0.02 0.02 0.04 0.05 0.02 0.02 0.70
(-0.20) (-0.52) (0.83) (1.35) (2.54) (1.83) (1.40)



Table 2: Results of the estimation of economies of scale (t-ratio in parentheses)

Commercial Services (G-K)

Modelo Constante Economias de Escala Variables de control R2
POP, —~POP | HHI. | In(TE,)| ESP | IN(EMP)| In(FAF) | In(COM,) EDU,| R&D, |V | F s

1 0.72 0.00 1.07 -0.07 0.42 -0.01 0.06 0.76 - - - - - 0.58
0.77) (0.05) (1.64) (-0.96) (1.34) (-0.22) (1.60) (3.15)

2 0.86 0.00 1.49 -0.06 0.58 -0.02 0.07 0.73 0.00 0.02 - - - 0.60
(0.89) (0.22) (1.99) (-0.70) (1.69) (-0.55) (1.80) (2.99) (0.92) (1.11)

3 0.60 0.00 1.44 -0.07 0.67 -0.02 0.08 0.76 0.00 -0.01 0.00 0.01 0.02 0.65
(0.58) (0.14) (1.93) (-0.87) (1.81) (-0.54) (1.82) (2.93) (0.08) (-0.21) (0.07) (0.55) (1.37)

Public administration, defense and Social Seckity

Modelo Constante Economias de Escala Variables de control R2
— W E S
POP, —POP | HHI, | In(TE)| ESP | IN(EMP)| In(FAF) | In(COM| EDU, | R&D;

1 0.41 0.00 -0.59 -0.05 0.00 -0.05 0.17 0.89 - - - - - 0.80
(0.25) (1.43) (-1.74) (-1.90) (0.00) (-2.21) (7.07) (2.08)

2 -0.84 0.00 -0.64 -0.05 -0.37 -0.03 0.18 1.22 0.00 -0.03 0.83
(-0.49) (1.30) (-1.90) (-1.83) (-0.85) (-1.33) (7.71) (2.81) (0.93) (-1.80)

3 0.99 0.00 -1.04 -0.08 -0.20 -0.04 0.17 0.78 0.00 -0.02 0.02 0.02 0.00 0.86
(0.53) (1.85) (-2.61) (-2.65) (-0.42) (-1.67) (6.97) (1.64) (0.83) (-0.75) (1.09) (1.75) (0.07)
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Table 2: Results of the estimation of economies of scale (t-ratio in parentheses)

Education, Health, Social Work and Community & Hoftw)

Modelo Constante Economias de Escala Variables de control Rz
POP, -POP | HHI. | In(TE)| ESP | In(EMR)| In(FAF) | In(COM| EDU, | R&D, | : s

1 -0.40 0.00 -0.06 -0.13 0.28 -0.01 0.01 1.02 - - - - - 0.69
-1.37) (0.35) (0.09) (-3.34) (0.71) (2.03) (0.24) (2.42)

2 -0.46 0.00 -0.06 -0.13 0.28 -0.01 0.01 1.02 0.00 0.00 0.69
(-0.65) (1.04) (-0.28) (-2.86) (1.37) (-0.54) (0.83) (6.84) (0.21) (0.10)

3 -0.85 0.00 -0.09 -0.15 0.46 -0.02 0.01 1.10 0.00 -0-01 0.01 0.00 0.01 0.72
(-1.09) (1.37) (-0.35) (-3.09) (1.93) (-1.07) (0.40) (6.68) (0.68) (-0.92) (1.26) (0.62) (1.42)
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4.2. Simulation results

The first thing to be done in order to carry ougé timulation process is to
determine in which sectors of the Dutch economytnal resource boom could take
place. Following the historic events in the counthys shock could fall on the C + E

sectors, considering the division we used to qbatite returns to scale.

Concerning the basic assumptions of factor mobibtyarding the model of the
Dutch disease, if we place our analysis in thetdieom it is appropriate to maintain the
hypothesis of fixed capital. As for the labour mibpi we can base it on the migratory
phenomenon between COROP regions, which would neblve any significant

inconvenience to those who are willing to mbve

The model is designed for: a tradable goods sedbere the boom occurs (the
natural resource sector), an industrial tradabtedgsector (industrial or manufacturing
sector) and a non-tradable goods sector (servasry. We count on: a natural goods
sector, which comprises activity sectors C + E,jratustrial sector ¥, several non-
tradable goods sectors, including: constructioeducation and social and community
work M-P, and commercial services G’KFinally we have one more non-tradable
services sector but we consider it separately ftbhen others because of its special
characteristics: public administration L.

We have argued that the Dutch disease acts thrdaugh effects. The
displacement effectyhich generates a distance between the mobileuptimeh factors
(labour) and the other sectors towards the boorsewor, as a result of the boom in
sectors C + EConsequently the C + E sector will experience gmaagion, while the
other sectors: D, F, GK, and M will tend to contract. The other effect tise

spending effectwhere the generalized increase in demand dueet@adisitive shock

12 This assumption implies accepting that specidbmapatterns that are generated due to the shdtk wi
have no effect on the results that we will obt@lgnamic economies that may arise in the long tena d
to a reallocation of productive factors becausthefboom cannot be included in the analysis.
3t should be clarified that the distinction betwettve natural resource sector and industry is never
entirely clear, since many of the economic actgitincluded in the latter may be using primary tepu
“Some of them may have mixed characteristics: nadatsle and tradable.
®Even sectors A and B would be affected by a rednchiecause of the displacement if the shock
occurred in C + E as we are assuming. As for sdctare can assume that it would not be affectedesin
labour mobility in this sector is much more limitdthn in the rest due to the importance of stabdit
the employment contracts in the civil service.
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leads to higher salaries in all sectors, but oanlytprice increase in the non-tradable
sector. In other words, it will cause a real apgtan of the currency and a further shift
of the labour force, from the tradable goods setmwards the non-tradable os a
result of this effect, the model predicts a reducin sector D, and a size increase in the
sectors F, G-K and M-P. Regarding the public adstiation two things can happen: if
the state gets important income from the explatatf those sectors affected by the
boom, then it is possible to have an expansionhtf sector. Given the opposite

scenario, sector L could remain more or less cahsta

Finally, the effect of the shock results in an exgan of the sectors C + E and
in a reduction of the industrial sector D, and Aasambiguous result in the case of all
other sectors of the economy. Nevertheless, inrond¢ to remain with this final
dilemma, we take as true the hypothesis that cersithe final role which would have
the intervention of a rentier staté.as we said above, the Dutch Government obtains
considerable income through the boom, not only axpansion will occur but also an
expansion of all other non-tradable sectors duggber public spending. Otherwise we
will assume that L remains constant and the nastatrke sectors experience a

contraction in the activity levél

According to the obtained results, sectors C + Endb have any type of
externalities, and the only significant coefficievais found to be the internal economies

but with opposite sign, i.e. they will show decieggeturns to scale.

So it could not be expected that the displaceméraaiors will result in an
increased output in a way that is more than propoat. Sector D would experience a
reduction due to those factors that migrate toratleetors. However, an increase in the
employed population in other sectors may generat@nization economies; which
might result in a small contraction having no siigaint effects on the growth rate of the

economy.

Later on we will outline the results when dealinghwa non-tradable sector
expansion, as well as when dealing with a conwacti the situation were the first, the

expansion would be due to an increase in the pspknding. If this is true, as we have

16 We accept this hypothesis knowing that it is apdification that allows some analysis. In fact then-
tradable sector may experience an expansion forstie effect of marginal propensity to consume
nontradable goods.
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mentioned, as a consequence of urbanization ecasoard industry agglomeration
then sector L has some optimum size consideringhleasituation in this sector was the
one in the long-term until the moment of shock, tlat is until there was some
equilibrium between these two forcég increase in spending would tend to over-size
the public sector, leading to reductions in theaghorate due to the loss of urbanization
economies (superior to the agglomeration economi&s)for sectors F and M-P, in
addition to the expected proportional increase ltiegufrom its expansion, we would
have no records regarding economies of scale thdt @enerate a higher growth. As
for sector G-K, besides the proportional increage tb increased activity, a mixed
effect would occur: the expansion of other sectsmild cause an increase due to
urbanization economies, while employment growthhimitthis sector would have the

opposite effect.

The second possibility is that the non-tradabldéosesxperiences a contraction.
In this case we said that we could maintain theokhygsis that L would remain constant.
M-P and F sectors would experience the contractiento the decrease in employment,
but would not be affected by any type of extergaliWhile G-K urbanization
economies would again experience a mixed situatios time the decrease of their own
employment and the C + E increase would have diymeffect, but the reduction in
employment in the other non-tradable sectors whalge the opposite effect.

From this point of view, it seems feasible thatadunal resource boom causes a
reduction in the economy growth rate. However fkisiot so clear, since there are
opposite effects that could result in both a desgear an increase in growth rate. To
eliminate this ambiguity it would be necessary tmsider the quantitative effect of

these variations.

To carry out the quantitative analysis of the shaektake as a starting point
both situations: non-tradable goods sectors expegian expansion or these sectors are
reduced. However, it is also interesting to knoes ¢fffect derived from the expansion of
sectors C + E (natural resources) at the expenseabdr D (industrial). For this reason
we will add a third situation where the non-tragabkkctors do not experience any

changes in their normal activity levels.
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We outline three different boom intensities to geire diverse information. To
carry out this task we assume that the externaiksban lead to increased employment
in these sectors in the order of 1%, 10% or 20%d,Amally, we add two possible
cases: in the first there are almost no rigidiieacerning the labour movement (it is
considered that 1% of the labour force is stilthe original sector); in the second there
are greater rigidities regarding the job markets(dituation is more real, and assumes
that 75% of employees have some fixed charactireirshort term). This multiplicity of
situations and possibilities results in 18 possienarios, plus an initial scenario
considered as base, being the results of thetatatier the years 1995, 2006 and 2007.

As the number of variables that can be used iddilniwe have selected a single
group of non-tradable goods sectors to simulate effects of expansion and
contraction. The M-P group (Education, Health, 8b&ork and Community, and
Domestic Work) seems the most suitable one to t@porated into the analysis, since
it generates more pronounced quantitative resuisnvthe activity volume increases as

well as when it decreasés

Table 3 summarizes the results obtained from theimmzation process of the
proposed model. The optimal outcome that the Detmnomy would have in each of
the scenarios, and under the assumptions that e explained previously can be

observed.

Table 3: Summary of the main results from simulations

| Base Scenario: average growth rate (1995 - 2007) | 3,95% |
Alternative Scenarios
Labour marke Change in Sectors C+E Expansion
Rigidities Sectors M-P 1% 10% 20%
None 3,88% 3,27% 2,88%
1% Expansion 9,73% 9,12% 8,60%
Contraction 3,81% 2,54% 1,47%
None 3,88% 3,26% 2,61%
75% Expansion 4,22% 3,59% 2,95%
Contraction 3,81% 2,54% 1,25%

Source: Elaborated by the author.

7 Expansion tests have been carried for of all madable sectors to identify the most likely to gete
significant increases and decreases in growth.r&itesresults are available upon reader’s request.
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The first thing you may notice when comparing tix@ansion of the natural
resources sector, without the involvement of ofemtors, under a situation of perfect
mobility, is that the rate of economic growth woublel reduced (with respect to the base
scenario). If we observe from left to right thesfirow of scenarios in the table, we can
also note that the larger the displacement of fadtom industry sectors towards those
sectors that benefited from the boom, the lowerréte of growth of aggregate value
per worker. These results are in perfect harmor whe existence othe natural

resource curse derived from the Dutch disease diggam

The following line shows the results of an expansiost the sectors C + E and
then sectors M-P at the expense of the industryosecGrowth rates are higher
compared to that situation where the natural resosector is the only one increasing.
These expansion scenarios have the characterlstic the only restriction on the
movement of factors is the lower limit of 1% thaush remain fixed in sector D.
Therefore the potential solutions must be equal toetter than the situation without M-
P expansion. As a result of the maximization precasd given the low percentage of
the labour force that must remain fixed, the COR@dtons with lower productivity in
the industrial sector have transferred labour fai@eCOROP regions with higher
productivity in the M-P sector groupm this way the most productive regions in sector
D can continue operating, the most productive megio M-P sectors can benefit from
the transfer by increasing the rate of global glpwand the decrease due to the
expansion of C + E can be compensated. We migh¢ftire anticipate that, given the
existence of a flexible labour market, allowing tm@vement of the workforce from
low-productivity regions into high-productivity rems, and given the expansion of
certain non-tradable goods sectors with potentiaivth, thenatural resource curse
might not take place.

The next line of scenarios simulates the existeh@contraction in M-P sectors
(in addition to the pertinent expansion of C + Hhe decrease in employment
concerning the non-tradable sector has also, asaterpart, increased employment in
the booming sector. In this case, as the processagimizing the growth rate would not
allow "voluntary" contraction of the M-P sector teake C + E grow, the simulation
made assumes that the new “forced” expansion-®fEChas the same relative value as

the first expansion. The first cell in the thirddiindicates an initial expansion of the
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natural resources sector of 1% at the expense eofintiustry sector, and a second

expansion of 1% but at the expense of the non-tedsector.

The same criterion is applied to all cases in witightractions occur in the non-
tradable sector. In these cases we observe thattbetfirst C + E expansion (at the
expense of industrial employment), as the secorel (@b the expense of the non-
tradable sector) have the same effect, a reduutitme growth rate. And as both effects
are negative, generating growth rates become isicrglg lower as most of these
factors move towards C + E. We can state thahenewvent that a contraction occurs in
some of the non-tradable goods sectors (the mastuptive ones) as a result of the
boom the curse of natural resourcésnds to accentuate the generating growth rates to

being even lower

The last three lines attempt to illustrate a ma&a& scenario in the short term,
where there are labour market rigidities that pnéwbe free movement of the labour
force. For this reason, as we said, it is assurad 5% of the workforce has a fixed
character in the sector and region to which thdgrige Only 25% can move to other

sectors of the economy.

The first box in the fourth line of the scenarimpts the same result as the first
proposed alternative scenario (where the rigiditvese barely 1%). This is because the
expansion of the 1% of C + E is not large enougletire a significant endowment of
the workforce, allowing less productive regionsttansfer staff from its industrial
sector into sectors C + E, while the most prodectegions in the industrial sector can
continue operatingSince the solution of a growth rate of 3.81% (with rigidities)
continues to be feasible in a scenario with tighgstrictions (75% rigidity), the optimal
solution will be the same. However, in the two daling boxes the results obtained
show that more rigid restriction in the labour nerktarts to be operational, and the
growth rates (3.26% and 2.61%) are lower than m shenarios with 1% rigidity
(3.27% and 2.82%).

What happens in the latter two cases is that tiparesion of 10% and 20% of
the natural resources sector is so large thatginseto absorb the labour force not only
from the least productive regions in sector D Habdrom the most productive ones

causing, ultimately, a decrease in the growth rhtesituations where labour market
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rigidities equally affect regions independentlytbéir productiveness (and even more
when the least productive regions have higher itigg), the natural resource curse has
more pronounced negative effects because it doealloav less productive regions to
be the ones that experience the process of dethalization, but this does occur even

in regions with higher productivity.

The fifth line of the table presents some resultsaaly known. Firstly, when
there is an expansion of certain non-tradable seth@ growth rate improves. Second,
the larger the expansion of C + E, the lower isgtwvth rate. And third, the higher the
labour market rigidity, the more the growth ratemases. However, this last fact is

even more relevant in the light of the numericalits that have been obtained.

The last two growth rates of the fifth row are lowikan the one in the base
scenario. This implies that if expansion of C +sHarge enough (in this case from 10%)
and labour market rigidities are high enough (ins tbase 75% of the regular
workforce), not even the expansion of the most petide non-tradable sector can
reversethe curse of natural resource$his is because the potential growth of M-P is
reduced by the lack of labour force, which, on baed, has been absorbed by C + E
and, on the other hand, is employed in low proditgtregions in the industrial sector
due to the rigidities in the labour market

Finally, the last line of the table illustrates ttiwee worst possible scenarios.
The last one, with the rate of 1.25% is where la#l hegative factors we have seen
converge: maximum expansion of C + E at the expeh$® increased labour market

rigidities (75%) and contraction of the M-P secta@nsd, a further expansion of C + E.

Finally, we may add that in a scenario of perfext dlmost perfect) mobility
concerning the labour factor, we found that in 66f4he cases the curse of natural
resources would occur. In a scenario of laboudittigis, we found that in 89% of the
cases the curse of natural resources would take.p@f course these probabilities are
not absolute but rather dependent on the sectduptiwity, and on all variables that we
have outlined when dealing with the econometric et®di.e., the quantitative
importance (magnitude) of the external shock in h&ural resource sector, and the

rigidities of labour markets.
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5. Conclusions

The aim of this paper is to explain the curse dlra resources through an
alternative methodology applied to the Dutch cdsethis end, an empirical procedure
in two stages has been put forward in such a way te proceed first to the
measurement of returns and externalities for eactosof economic activity, generally
defining a production function and then translatihgnto a concrete econometric
specification. As an innovative approach in theosécstage, we present a model of
nonlinear optimization that under the dynamicshaf Dutch disease, in the appropriate
scenario and with the results obtained from regpassis able to provéhe curse of

natural resources for a case study.

The results achieved from regressions carried adt feom the optimization
model indicate that the sector of Agriculture, Bbrng Hunting and Fishing shows
urbanization economies where the size of the mar&etd be playing a key role for
these economies’he other natural resources sectors including Minignergy and
Water do not exhibit economies of scale but deangaeseturns to scale within the
companies themselves. The industrial goods segfmrences urbanization economies,
and apparently "diseconomies" of dynamic scale, sghparticular results can be
explained by the lack of more disaggregated infdilonaFor the construction sector the
results indicate the existence of dynamic econorfoesthe east and west regions.
Commercial services also exhibit dynamic econoraies urbanization economiekhe
public sector is considered a special case of coation between internal decreasing
returns and urbanization and agglomeration ecorgmabich leads to the idea that in
the long run there may be an optimal concentradgegl for that sector. Regarding the
sectors of Education, Health and Social and ComipWdork, we note that they exhibit
decreasing returns concerning companies, and dgnaoonomies derived from

specialization patterns of 10 years ago.

Subsequently a qualitative analysis is carried leatying open the possibility of
the existence of the natural resources curse thoogkeading to a clear conclusion in
this regard. Using the nonlinear model of optimmat the main conclusions drawn
from the Dutch case quantitative analysis were:ti{g natural resource curse is a

feasible phenomenon; empirically speaking, the tgrethe expansion of the natural
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resources sector, the lower the growth rate of dd@déue per capita of the economy
will result; (ii) the expansion of those non-tratéabectors of high productivity (which

depends on sectoral dynamics) can alleviate andrsevthe curse, that is, they can
increase growth rates; (iii) a contraction of theme non-tradable sectors has the
opposite effect; (iv) a higher labour market rigydiesults in a lower rate of economic
growth, and finally; (v) a combination of labougidities and pronounced expansion
concerning the natural resource sector will leadethuced growth rates, even when an

expansion of the most productive non-tradable secsaaking place.

Concerning future research on this matter, it wdwddinteresting to continue
with a greater industrial and regional disaggremgtiin order to increase the
explanatory power of the proposed econometric nsodtelvould also be relevant to
incorporate into the optimization model the effetthe initial shock, not just the labour
movement, and it would also be advisable to exteedmodel for several periods and
include dynamic economies as well as specializgatterns arising from the external
shock itself. Finally, it would be a good idea tdeigrate a model that simulates the
process of real appreciation and the economic seesponse to the resultant changes,
as well as to incorporate data of elasticity regeydhe labour factor. In this way, more
realistic scenarios can be raised in terms of |alnoarket rigidities, and of expansions

of the booming sector as well as the contractiexpansion of other sectors.
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Appendix
Table 1. Regions, Provincesand COROP Regions
Regions Provinces COROP Regions
Noord-Nederland Groningen Oost-Groningen
Delfzijl e.o
Overig Groningen
Friesland Noord-Friesland
Zuidwest-Friesland
Zuidoost-Friesland
Drenthe Noord-Drenthe
Zuidoost-Drenthe
Zuidwest-Drenthe
Oost-Nederland Overijssel Noord-Overijssel
Zuidwest-Overijssell
Twente
Gerlderland Veluwenhem
Achterhoek
Aggl.Arnhem/Nijmegen
Zuidwest-Gelderland
Flevoland Flevoland
West-Nederland Utrecht Utrecht
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Noord-Holland

Kop van Noord-Holland

Alkmaar en omgeving

ljmond

Agglomeratie Haarlem

Zaanstreek

Groot-Amsterdam

Het Gooi en Vechtstreek

Zuid-Holland

Agglomeratie Leiden en
bollenstreek

Agglomeratie’s Gravenhage

Delft en Westland

Oost-Zuid-Holland

Groot-Rijnmond

Zuidoost-Zuid-Holland

Zeeland

Zeeuwsch-Vlaanderen

Overig Zeeland

Zuid-Nederland Noord-Brabant

West-Noord-Brabant

Midden-Noord-Brabant

Noordoost-Noord-Brabant

Zuidoost-Noord-Brabant

Limburg

Noord-Limburg

Midden-Limburg

Zuid-Limburg
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Table2: SITC classfication

Actividades Econémicas

Agriculture, forestry and fishing K |Financial institutions

Mining and quarrying Renting, buying and selling of real estate

Manufacturing Consultancy, research and other specialised business services

Electricity, gas, steam and air conditio ning supply Renting and leasing of tangible goods and other business support services

Water supply; sewerage, waste management and remediation activities P ublic administration, public services and compulsory social security

Construction Education

Wholesale and retail trade; repair of motor vehicles and motorcycles Human health and social work activities

T|o|n|m]lo|O|wm]|>

Transportation and storage Culture, sports and recreation

wlxnlolo|lo|z|Z|r

J Information and communication Other service activities

Fuente: Datos CBS (Statistics Netherland) - Elaboracié n propia.

Variablesfrom CBS (Statistics Netherland)

Gross value added: Value added at basic prices by industry is equahé difference between

output (basic prices) and intermediate consumgpoinchasers' prices).

Compensation of employees: Compensation of employees is the total renumerapaid by
employers to their employees in return for work eloBEmployees are all residents and non-residents
working in a paid job. Managing directors of lindteompanies are considered to be employees; thmerefo
their salaries are also included in the compensaifeemployees. The same holds for people working i
sheltered workshops. Compensation of employeesistinguished between wages and salaries and

employers' social contributions.

Labour input of employees: Labour input of employees is defined as the nunadidull-time
equivalent jobs. Part-time jobs are converted betiime jobs. For employees a full-time equivalgutb is

the Annual contractual hours considered full-tim¢ghat branch of industry.

Fixed capital formation: Fixed assets are produced tangible or intangideta that are used in
the production process for more than one year.t&bke reflects the total gross fixed capital forimat

from production and imports by industry (ownerstijerion) and type of asset.

Local unit: Each individual space, area or complex of buildieg areas used by an enterprise
for its activities. Each enterprise has at least logation. In case there are more locations ardarprise

located in the same 6-digit postal code (streatfjeall locations belong to the same local unit.
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