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To my mother.

For wherever you are, you can be
proud of your daughter.



It matters not how strait the gate,

How charged with punishments the scroll.
I am the master of my fate:

I am the captain of my soul.

(Invictus, Hernest Henley 1875)
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Chapter 1

Chapter 1

Introduction

1.1. Rationale for the Study

Nowadays, few people would deny the importanceeafding second languages. The
improvement of the media coupled with the developnw information technologies
have given rise to an increase in internationati@hships without precedent. For this
reason, students need to be prepared for livirgworld which is becoming more and
more international, multicultural and multilinguaHerein lies the importance of
knowing languages other than one’s mother tongue.

One of the main aims of the Spanish compulsorg@&iiton system is to promote
the acquisition of communicative competence in aoSd/Foreign Languagewhich
allows students to express and understand messayesell as handle everyday
situations. In order to do so, vocabulary is coased one of the key elements, because
“without grammar very little can be achieved, [bwifhout vocabulary nothing can be
achieved” (Wilkins 1972: 111). In fact, vocabuldrgs proved itself to be an important
predictor of communicative skills such as readidgderson and Freebody 1981; Laufer
1992; Golkar and Yamini 2007) and writing (Laufé&9#; Agustin Llach and Jiménez
Catalan 2007). In this sense, we agree with Schenat. (2001: 53) that “vocabulary is
the building block of languages”.

Given the plethora of books, papers and literaturd.2 vocabulary acquisition
which have been published over the last three decade are at pains to maintain
assertions such as the one made by Dr Meara (1888)nd thirty years ago, he stated
that the field of Second Language Vocabulary Adtjors had been a neglected area up

until the end of the 1970s, the Cinderella of Sécbanguage Acquisition. Those days

! The terms Second Language and Foreign Languagbenilsed interchangeably throughout this thesis.
Both will be understood as different to the mottugigue, except for the cases where Foreign Language
must be specified as a language which is diffefiremt the mother tongue, non-official and learned in
formal contexts of instruction.



Chapter 1

have been left behind. From that time onwards, oleay was no longer treated in a
cavalier fashion, finding its way among the mospamant aspects of Second Language
learning.

Nonetheless, the bulk of literature on L2 vocabulaicquisition which is
currently available should not mean that all idsand established in this field. Many
aspects of this area have not been given enougdthrend depth. Put another way,
they are still in their developmental infancy.

One of the gaps that we may find in SLVA literatuedates to the introduction
and distribution of vocabulary during the learnprgcess and its impact on the amount
and rate of L2 vocabulary acquired. The real pefarthe classroom at present follows
its own rules, which seem to differ from the sdignpostulates. Despite the claim for a
systematic introduction of input on the part ofe@shers, didactic materials normally
show an unsystematic presentation of vocabuladedd, the recommendations made by
the research community on the present issue havesewned to reach the teaching
community. There are countless didactic materiats guideswith very few and general
indications, if any, as to the reasons behind theumt of words introduced and the rate
at which they should be introduced.

However, the fact that reality does not coincidéhvhe desired situation should
not be a reason to turn our back on it. Indeed, tiismatch between the theoretical and
the empirical gives us a good reason to gauge #lationship between input
introduction and the acquisition of this input e part of the students.

The present PhD thesis intends to be an introoludt the analysis of the reality
described above, where the quantity and rate oalwdary acquisition in a Foreign
Language might be somehow conditioned by the wesyvibcabulary is introduced and
distributed. By addressing this issue we hope tepde our understanding of the
mechanisms of introduction and acquisition of vadaty in a L2. It is hoped that
learners, teachers, resource designers and theewbathing-learning community in

general can benefit from this study.

1.2. Structure of the Thesis
1.2.1. Part one
The first part of this thesis comprises chapteran2l 3. These chapters present a

theoretical review of the state of the questionicWiin this case corresponds to
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Second/Foreign Language vocabulary acquisition.p@ha2 focuses on two main
issues: the unit of acquisition and the term ‘astjoin’ itself. The first part of the
chapter addresses the different conceptions aofititeof acquisition par excellence, that
is, the word. It looks at the word from the mostditional standpoints — which have
dominated the scene — to the most recent alteesatiwhich try to find their place.

The form-meaning asymmetry of the word is anothestdr which figures
prominently in this chapter. Attention is also giv®e the drawbacks that this may entail.
Finally, possible solutions to the problem of asyetmy in the word are proposed. The
second issue addressed in chapter 2 concernsrtheaequisition’. This involves the
different interpretations of ‘knowing’ with respettt vocabulary learning. Each of these
interpretations is analysed in depth. The secontl gfachapter 2 concludes with a
detailed discussion of the Receptive-Productiveedision.

Chapter 3 comprises three main parts: prescriptidascriptions and factors in
Second Language vocabulary acquisition. It corgragtat it should be, that is, what is
suggested by the research community, with thepietlire that is found in this field of
study. The desirable is represented by the postulagarding the quantity and quality
of FL vocabulary that should be introduced to theents. In this respect, curricula and
didactic materials are considered important factohe former represent what is agreed
by authorities and experts, whereas the latterabomhost of the actual vocabulary that
learners will encounter. The section about the peeture focuses on several studies
which show the degree of L2/FL vocabulary acqusitwhich learners have been able
to reach.

1.2.2. Part two
The second part of the thesis focuses on the erapsiudy itself. This covers chapters 4
to the final conclusions, including the bibliogrégdi references and the appendices.
Chapter 4 presents the hypothesis, the researchiopeand the method which has been
followed in order to carry out the study. The aifittee study is to find out whether the
non-systematic presentation of vocabulary has #ineimce on its acquisition and, if so,
in what sense. This chapter offers an exhaustivewt of the research design, the
materials and the procedure adopted in the study.

The results of the quasi-experiment can be foundthapter 5, which also

includes their discussion. The key findings revbat even though some vocabulary
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learning was registered, the acquired amount didlime up to the expectations. The
results also confirm that different types of vodabyiknowledge grow at different rates,
with receptive knowledge increasing faster thardpobtive knowledge.

Despite the non-systematic context of learningjstieal analyses show that the
students’ rate of vocabulary acquisition could lbenehow modelled. However, this
possible model was not based on frequency andhiison. The results suggest that
these two factors did not predict vocabulary adtjars

Finally, having considered the obtained results,meo pedagogical
recommendations and implications are suggestethapter 6, followed by the general
conclusions and limitations of the present thesis.

The appendices are included after the referenat®iseThey are organized into
six blocks. The first block presents the identifica files in both Spanish and English.
These documents are a compilation of the teachisaments’ personal and academic
information. The second block includes the teacrat student questionnaires in both
Spanish and English about their attitudes towandsBnglish language and vocabulary
learning. The third block comprises a bilingual ¥Wbalary Levels Test in both its
Spanish and English versions. The fourth block @iostthe different instruments used
for classroom control, among which include the teritpermission for the recording, the
observation chart, the teacher worksheet and alsashphe researcher’s diary. They all
appear in their Spanish and English versions. Tiie lblock includes all the tests for
measuring the acquisition of vocabulary, thathg, pre-test, the three global post-tests
and the tests of the different sessions. They apgmear in their Spanish and English
versions. The sixth and final block contains tlesults of the correlation analyses

carried out for inter-rater reliability.
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Chapter 2
Word and Word Knowledge:
Two Basic Constructs for L2

Vocabulary Research

2.1. General Introduction

L2 vocabulary research has traditionally left tooam leeway for terminology. If
we randomly took five studies on L2 vocabulary asigion, we would probably find at
least two or three different labels for the unit ajunting and different ways the
construct ofkknowledges operationalizedThis diversity might be partly due to the lack
of systematization in the field (Read 2000), codpieith the naive belief that the
sentencé&he knows 20 worasin be straightforwardly understood in only ong.wa

This sentence — or any other with a similar pattercan be found in many L2
vocabulary studies, but its meaning is not as smaplit seems at first sight. There is the
presumption that all readers have the same comeceptiwhat is meant byord and by
know Despite the fact that both terms are widely usetl2 vocabulary studies and
linguistics in general, they are also among thetroostroversial in the field.

The use of different labels leads to a serious Iprobof non-systematicity,
which, at the same time, prevents us from reactsalid conclusions about L2
vocabulary acquisition. In this respect, Pérez Bs§1995) states that “La razén [de
esto] habria que buscarla en el hecho de que desgento de vista metodoldgico es
mucho mas factible hacer generalizaciones en cuanta gramatica — donde las
combinaciones son finitas- que en el léxico, enddopodriamos hablar de relaciones
casi infinitas. [The reason [for this] is to be folin the fact that from a methodological

standpoint, it is much more feasible to make gdizattéons about grammar — where
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combinations are finite — than it is about vocabylavhere we could talk about almost
endless relationships]” (Pérez Basanta 1995: 28@pordingly, we should not be
surprised by the fact that there was a time wheegning and teaching a Foreign
Language was merely a grammatico-functional issue.

This situation has been due in part to the greal dé fragmentation and
inconclusive results in the field: “The teacheresearcher who reads articles and books
with the hope of finding answers to questions camog vocabulary acquisition and its
development [...] is often left with more doubts thaertainties” (Jiménez Catalan and
Terrazas 2008: 173). The final and most unfortunasalt of all these circumstances is
the lack of an overall theory of how L2 vocabulayacquired. In Schmitt’s words, “Our
knowledge has mainly been built up from fragmentstiydies, and at the moment we
have only the broadest idea of how acquisition mmdcur [...] there are still whole
areas which are completely unknown” (Schmitt 1995:

Far from offering a definite solution to this prebi, the present chapter aims to
provide an extensive description of the two keynementioned abovevord andword
knowledge The first part of the chapter deals with twerd from three traditional
perspectives and the problems they may pose fearels. These problems are partly
based on the asymmetry between form and meaninghwhll also be commented on.
Given the different drawbacks, some alternativegh® word have been proposed,
although they are not without their pitfalls. Figalthe word as a functional unit arises
as a temporary yet reliable solution to the problem

The second part of the chapter addresses the k#lyeterm: the meaning of
knowing in this case, a word. The first issue to consisi¢ghat of the differences, if any,
between word knowledge and lexical competence. Rhenstandpoint of the former, we
need to talk about the taxonomic versus the coatmperspective. The latter, in turn,
concerns the breadth/depth distinction, togetheh whe opinions of some important
authors who adopted this viewpoint. Finally, welvocus on the Receptive/Productive
dimension of vocabulary, paying particular attemtio its nature and the relationship

between receptive and productive knowledge.
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2.2. The Word

2.2.1. Introduction

It is almost inherent to human nature to try to suea and categorize everything around
us, butthis activity seems to be easier in some areas ithathers. Indeed, despite
recent interest in the qualitative side of the deki dimension, vocabulary has
traditionally been, and still is, defined as théakeset of words of a language (Pérez
Basanta 1995; Jackson and Amvela 2001).

On the whole, quantitative studies on L2 vocabulaaye usually adopted the
word as a unit of counting. In fact, this term sismut as the construct par excellence,
the spoilt child of Linguistics. Definitions of Ilguistic branches such as Syntax and
Morphology mirror the elevated status enjoyed kg Word. Syntax is defined as “the
rules governing the ways words are combined to feemtences in a language” (Crystal
1980: 346). Morphology, on the other hand, is usibed as “the branch of grammar
which studies the structure or forms of words (€ily4980: 232). As we can see, the
termword is key in both definitions. Not only is this temsed in academic discourse,
but the termword may be heard in ordinary conversation. This is etbimg which is
more usual than hearing for exampierphemeor lexeme terms which are expected to
be almost non-existent in everyday conversation.

Nonetheless, despite its popularity, the word is of the most controversial
concepts in linguistic fieldwork. Discrepancies sad by the word have their root in its
vague and abstract nature. In fact, disagreemads fits basis in the methodological
shortcomings pinpointed by the definition of therddtself. This is why most authors
just tiptoe through it. Having said that, this typkirregularity does not constitute an

impediment for the wide use of the term.

2.2.2. Traditional perspectives

Lack of agreement about the definition of the wbas led to an ensuing debate
about this construct. Following Carter (1992) aadk3on and Amvela (2001), we can
group word definitions into three different categerattending to orthographic, purely

semantic, and formal criteria.
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2.2.2.1. Orthographic definition

From an orthographic standpoint, the word is urtdedsas a string of letters delimited

by spaces. This definition, clearly based on thitevr tradition, is considered one of the

most practical. In fact, it verges on common sdonsdentify the word with a sequence

of letters and characters (hyphens or apostrodims)d on either side by a space or a
punctuation mark. This perspective can be useddanting the number of words in an

essay, a telegram or even a shopping list.

However, several limitations are identified regagdthe orthographic definition
of word. The first one relies on the nature of the ortapyic definition itself. As stated
above, this type of definition has its root in theitten dimension. Accordingly, the
word conceived as a written element cannot be adopt oral discourse. The oral
dimension does not allow as clear a separatiohaisathich can be found in the written
language. There are, however, some exceptionsetautl, such as a teacher dictating a
passage to young children who are learning to yadtean angry father who stresses
every word as he forbids his child to go out. Spkesituations aside, not all words are
highlighted in oral discourse. For instance, in skeatencéHe was doing his exercises
we can identify five orthographic words. Yet, wehés sentence to be uttered, not all
words would be stressed in the same way. The eraion of the sentence above would
be something like /iwz'duinz’eksaiziz/. The formsas and his are almost orally
imperceptible in and of themselves.

There is a second drawback regarding the orthogragefinition of word. The
same string of letters can adopt different pronatimns. For instancepften can be
pronounced as /ofn/ or /oftn/. A major problem ikemn the same string of letters is
pronounced differently and each pronunciation meadg#ferent thing. This is the case
of sow which can be pronounced as /sau/ meaning femglegpi/sou/ meaning the
action of putting seeds in or on the ground. Gitles fact, stating that the string s-0-w
constitutes one single word is not very accuratesiould be treated with caution.

The third and fourth drawbacks have to do with thatures of the English
language itself. The third problem is based on ldek of stability of the English
language. Due to the Anglo-Saxon oral traditionwadays we can find two different
spellings of the same word. Taking into considerathe orthographic definition, should

we accept the wordsedievalandmediaevabr neighbourandneighboras two or the
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same word? These variations are the result ofwbkigon of the English language, and
some of the options may even become extinct inftitere. If the word is to be
considered a mere string of letters put togethesn heighbourand neighborare two
different words, even though the difference is &dfion of British spelling versus
American spelling.

The fourth and final limitation of the orthograptdefinition lies in the analytic
nature of the English language. A plethora of cptedn English result from the
combination of two words, such akop keepe(tendero) oextension leadalargador).
In English — like in other languages which are prathantly analytical there is a
tendency to form new concepts by just placing ormepmeme next to the other. The
analytical basis of the English language especiiliynisses the possibility of adopting
an orthographic definition aford.

As can be observed from the drawbacks presentestealibe orthographic
conception of the word poses more problems thamtisok can offer, especially when

we are dealing with a language like English.

2.2.2.2. Semantic definition
According to semantic criteria, the word must belarstood as an “indivisible unit of
thought” (Jackson and Amvela 2001: 48). Jackson Aamyela offer three different

ways in which this unit of thought can be defined:

a) The word as represented in writing represents aghibunit or a psychological unit. Examples
are names of objects: table, house; abstractiansage, faith, intelligence; adjectives: tall, ghor
verbs: eat, sleep.

b) The word forms one block but includes two unitshmfught: e.g. farmer, rethink, spoonful.

¢) The psychological unit exceeds the limit of the pd@logical unit and spreads over several
words; the word is only an element of the realynithich is then a more complex unit: e.qg. all

of a sudden, as usual.

Each of these definitions applied to a simple esgimn such aa happy driver on
the roadgives rise to a different result. Accordingly,aption (a), each of the graphical
units in the sentence which constitutes a psychcdbgnit —happy driver androad —
are considered units in and of themselves. Thithésmost common idea about the
semantic conception of the word. Yet, regardingoop(b), driver should be understood

as two units of thought, that is, the action repnésd by the vertirive and the person
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who carries out that action, who is representedhieysuffix er. Finally, if we adopt
option (c), we could say that the whole statememistitutes one single idea: a person
who is driving, is happy and is on the road. Irs $ense, this complex idea is considered
indivisible, as any change or omission of elemevasild distort the unit of thought at
hand. For instance, ifappywere to be replaced lgll, sador intelligent the whole idea
would change. From a pedagogical standpoint, itmsee¢hat option (a), which
corresponds to the congruence between graphiahangt, is the most accepted and
psychologically friendly.

Moreover, if the word is conceived as a unit afught, we should bear in mind
that not all items in that unit of thought contribuo its whole meaning to the same
degree. For instance, in the example abdwagpy and road should be given more
weight than ‘a’ and ‘the’. The first two appearli® more semantically determinant than
the last twoHappy androad belong to the so-callecbntentor lexical words whereas
‘a’ and ‘the’ are classified agrammatical wordsSingleton describes lexical words as
“those which are considered to have substantialnmgaeven out of context” (1999:
11). By contrast, the author goes on to say tles#@mantic role of items suchtas and
ais “open to question” (ibid. 12).

However, we should not consider grammaticality aedicality as two
dichotomous terms, but rather as two extremesdondinuum; that is to say, not only
arethe anda considered grammatical, but so are terms suatmamdalthough Even
though they are all placed within the grammati@éegory, the semantic load @f and
althoughis higher than that dhe anda. Therefore, the definition of the word as a unit
of thought, and consequently a unit of meaningsgmés serious problems. In other
words, not all linguistic items share the same degf lexicality, and some of them may

not even be considered lexical at all.

2.2.2.3. Formal definition

The origins of the form-based definition of the dare to be found in Bloomfield, who
views the word as “the minimal free form” (Bloonltiel933: 178). We can discern two
tenets from this idea. First, it seems that thedwoain stand on its own, having full
meaning. Second, as it is considered the minintah fehich can occur independently, it

cannot be divided into smaller independent elemémowing Bloomfield (1933),
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authors such as Cruse (1986) and Jackson and An{28d1) comment on the
indivisible nature of the word. Cruse highlightg fhositional mobility of the word. This
means that the word is the smallest linguistic pdrich can be moved around without
destroying the grammaticality of the sentencehla sense, Cruse holds that words are
“the largest units which resist interruption byerson of new material between their
constituent parts” (Cruse 1986: 35). In turn, Jaokand Amvela (2001) place their idea
of word within the hierarchy of linguistic units.h& word is conceived as “an
intermediate structure, smaller than a whole phamskyet generally larger than a single
sound element” (Jackson and Amvela 2001: 45). yasibth authors emphasize the
internal stability of the word in contrast with ip®sitional mobility and independence
from its hierarchical position in the scale of lingtic elements.

The main advantage of the form-based definities In its “intuitive validity”
(Carter 1992: 5). Yet, it is important to point dbtt, counter to what we may think,
stability and mobility do not necessarily go handchand (Lyons 1968). In fact, there are
some words which cannot be moved in a sentenceagideterminers and conjunctions.
This is why the formal definition ofvord cannot be attributed to all the elements in a
language.

To conclude, it seems that none of the traditigaaspectives of the word satisfy
the research needs and challenges which this terolves. Table [1] shows the three
types of traditional definitions aford together with the drawbacks that each of them

presents.

Type of definition ~ Word definition Drawbacks
Orthographic String of letterslt only covers the written dimension
delimited by spaces Polysemy

Instability of English spelling

Semantic Indivisible unit of There are different degrees of lexicality
thought Not all words are lexical, but mainly grammatical
Formal Minimal free form  Stability does not alwaggply mobility

There are words which have a fixed position inraesgce

Table [1] Traditional definitions afvord and their drawbacks

11
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2.2.3. The problem of asymmetry

Saussure (1959) defines the linguistic sign asstira of a concept (signifi€) and an
acoustic image (signifiant or signifier). Yet, timguistic sign does not present a unique,
unequivocal, bidirectional relationship between th@® components. The reason for
possible irregularities regarding signifié and #ign is that of asymmetrySanchez
(2007) states that there is the extended belidf ‘tada palabra fisica representa un
significado bien delimitado, autdnomo y facilmet@nsportable. [Each physical word
represents one well-delimited meaning, which i®aomous and easily transportable]”
(Sanchez 2007: 181). Contrary to this belief, satsohgree that one form may have
multiple meanings (Goulden et al. 1990; Andersod Biagy 1991; Hatch and Brown
1995).

Hence, asymmetry gives rise to different linguispbenomena, such as
polysemy, homonymy and the so-called multi-wordseyl are important when it comes
to understanding the irregular relationship betwderm and meaning in words.
Polysemy and homonymy are two related but not idehphenomena. Both involve the
relationship between one single form and diffemaetanings. Grabe (1991) talks about
these phenomena in the following terms: “each worch may represent a number of
distinct meanings, some of which depend stronglyhenreading context, and some of
which are quite different from each other in meghifGrabe 1991: 392). When it
depends on the reading context, Grabe refers sgptienomenon as polysemy, whereas
homonymy occurs in cases where very different nmggnshare the same form.

Jackson and Amvela refer to polysemy as a phenomesere the same word
form has more than one meaning (Jackson and Am¥@(H). Put another way,
polysemy occurs when “the many variants of meawihg word [...] are truly related”
(Hatch and Brown 1995: 49). One example might @ word leg. According to the
Collins Concise Dictionary (2001), the forheg represents up to eleven different
meanings: 1) either of the two lower limbs in husyaar any similar or analogous
structure in animals that is used for locomotionsapport; 2) the part of an animal,
especially the thigh, used for food; 3) somethimgilar to a leg in appearance or
function, such as one of the four supporting membéa chair; 4) a branch, limb or part
of a forked or jointed object; 5) the part of argant that covers the leg; 6) a section or
part of a journey or course; 7) a single stage, lapgth in a relay race; 8) either the

opposite or adjacent side of a right-angled triang) one of a series of games, matches
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or part of games; 10) either one of two races oithlvh cumulative bet has been placed;
11) In Cricket, the side of the field to the lefta right-handed batsman as he or she
faces the bowler (Collins Concise Dictionary 20844).

In principle, all the meanings seem somehow relaadtiough there are some
which are closer to the core meanindegf than others. In a more or less direct fashion,
we can observe that the meanings from (1) to @)yelated to the primitive idea teg
as a solid support. Meanings from (5) to (11) &gh8y more removed from the initial
idea ofleg, but still considered as having the same origi@eaning thateg is therefore a
polysemous word rather than a homonymous one. Asbeaseen in the case lef,
some meanings are not easily recognized as p#risaorm.

Indeed, polysemy is a complex phenomenon whichepteswo main problems:
the number of meanings which are to be establistvedne form, and the transference
of meanings. Distinguishing two meanings for thensavord form can be a difficult
task. In Jackson and Amvela’s words, “it is notyets say without hesitation whether
two meanings are the same or different” (2001: 8¢ case olieg could be illustrative
in this sense. Meanings (1) and (2) are so sirthiatr we are tempted to merge them into
one. We can, however, justify this division on basis that meaning (1) refers to a part
of a living being, while meaning (2) refers to atpaf a dead animal. Having said that,
both allude to the same part of the animal, wheithee alive or dead. Accordingly, it
could be upheld that (1) and (2) are not esseytilitferent, although they appear as two
different meanings in the dictionary entry.

The main element for identifying the meaning ok@rd form is the context. In
this respect, Sanchez argues that “para que et®@geteccione el significado adecuado,
entre muchos, necesita disponer de marcadoresnesterla palabra en si, los cuales
deben capacitarle para seleccionar una unidadfisginia y no otra. [In order to select
the adequate meaning, the listener needs to makefuexternal markers]” (Sanchez
2007: 180). If we find the worteg on its own, we will not be able to determine its
meaning unless we place it within a phrase or seetsuch ashe leg of the table
which would correspond to meaning (3) — loe broke his leg in a car accident
corresponding to meaning (1).

Nonetheless, relationships between word meanimgs their co-text are not

straightforward, let alone unidimensional. Ratlieey should be conceived as a set of
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complex networks, or as Cantos and Sanchez (20@tjt,pas lexical constellations.

They take inspiration from the cosmic organizatimexplain lexical relationships:

“En el universo, cada galaxia o cada sol (= palabnaodo) esta constituido por un namero
variable de planetas que, a su vez, pueden teser @arededor un nimero variable de satélites. Este
modelo tridimensional permite establecer relaciomatse diferentes dimensiones o niveles, admitiendo
una complicada marafia de intersecciones en lataguiependencias pueden ser mas cercanas o lejanas,
directas o indirectas, mediatizadas o no por ®Ba#lo intermediarios que actdan como lazos déruni
entre el nodo matriz y los rasgos periféricos (86n@007: 182).

[In the universe, each galaxy is constituted byagyimmg number of planets. These planets can hathea
same time, a varying number of satellites. This ehégltridimensional and allows different relatibips
between different levels, giving place to a comptex of intersections, where dependencies can lse mo
or less direct].

Transference of meaning is the second problebetaddressed. The sample of
transference par excellence is the metaphor. Acugtd Carter, the metaphor “induces
the hearer (or reader) to view a thing, state @it or whatever, as being like
something else, by applying to the former lingaiséxpressions which are more
normally employed in references to the latter” (€af992: 41). A detailed analysis of
the phenomenon of metaphor is beyond the scopeso€thapter. Metaphor will only be
examined in relation to the subject we are discgsBere, which is polysemy.

Transference of meaning commonly occurs with uatys. There is the example
of leg which is transferred to the category of furnit@ieg of a table)hand as inthe
hands of a clocktongueas inthe tongue of a shp@andfoot as inthe foot of a bed
However, each language has its own metaphors.ristarice, in French, a clock does
not have hands but needles, and tables and claaiesfbet instead of legs.

Related but different to polysemy is the phenomesfohomonymy. Jackson and
Amvela state that polysemy is “a situation wherehage two or more words with the
same shape [but] are considered distinct lexemaglynbecause they have unrelated
meanings and different etymologies” (Jackson andv@den2001: 61)Bankandbard are
two typical cases of homonymy. The former can rédea financial institution or to the
edge of a river, whereas the latter can refer t@rmaient Celtic poet or to a piece of
bacon placed on meat during roasting. The two nmganior each of the words have
nothing to do with each other. The fact that thegre the same form is just a mere
coincidence, fruit of the development of languaiipesughout historyBankas a
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financial institution is the result of the evolutiof the Old Italian wordancg whereas
the bank of a river has its origin in Old EngliSfantamount to the case bank the
bard poet is of Gaelic origin where&srd as a type of food comes from the Old Italian
barda (packsaddle).

Due to the different pronunciations that one frfgkm may have, some cases of
homonymy are given at the written dimension ontyiHis specific case we can find a
homograph. Homographs represent different meanang$ as such, must not be
confused with words which can be pronounced diffdyeor words which have a
different orthography but the same pronunciaticchsasféte/ fate orisle/ aisle

Moreover, for two words to be homonymous, they @b mecessarily have to
belong to the same clagdanandgrate can be nouns or verbs depending on the context.
On his part, Gardner talks about the particuladsnplex case dbear, which stands for
an animal or for the action of carrying. In fadtetphenomenon dfear is adopted by

the author in order to show the degree of compldkit can be reached by homonymy:

“[...] To make matters even worse, the past fornthef verb ‘bear’ is ‘bore’, which bears no
orthographic resemblance to the other forms irstfreantic family. Additionally, the form ‘bore’
itself has much more common meanings that arelyatatelated to bear [...] (to bore a hole, the
man is a bore, | don’t want to bore you with tletg).” (Gardner 2007: 251).

Nonetheless, homonymy does not seem to pose senmwablems of
disambiguation thanks to the co-text. For the mpatt, homonymous terms are
disambiguated by the words that surround themadt, flisambiguation occurs naturally
when homonyms fall within different grammatical sdas. For instance, it is very
difficult to confusestick as a noun witlstick as a verb in a sentence. The different
syntactical behaviour of each term reveals theiangnatical category, and,
consequently, their meaning. We can infer two idea® a sentence likafter the knee
operation he had to use a stick as he could nokwabperly First, regardless of the
meaning of ‘stick’, we can assert that this wordlsfainder the nominal category.
Second, the co-text tells us that the meaning wék’sis related towalk properly
Similarly, the sentenckwill stick the instruction paper on the wall swat everyone in
the class can see showsstick preceded by the auxiliary verb ‘will’, thus indiogay its

verbal condition.
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Polysemy and homonymy are two extended phenomethee iEnglish language.
In fact, monosemic words are rarely found, unldssytcorrespond to scientific or
technical terms specifically restricted to Medicifoditis, scalpel), Chemistry (enzyme,
bromide) or Engineering (microchip). Those wordschhare more commonly used are
normally those which have more meanings (Ravin lagacock 2000). What remains
unclear is whether a high degree of polysemy isusgse or a consequence of the high
frequency of use of those words. This aspect caexpred thanks to recent advances
in corpora studies.

However, despite their bearing and popularity, pelgy and homonymy are
rarely contemplated in this kind of work. Corpordses usually present lists of
decontextualized words which are currently analyséetctronically. In this sense,
polysemy and homonymy might obscure the analysisekamplearm is observed to
appear 40,000 times in a two-million word corpuse ¥én assert whether this specific
form has a higher or lower presence in that corjges, the meaning referred to by that
form is not explicated. There is no mention of thenber of timesarm refers to a
human limb or to the part of a sofa.

Biemiller and Slonim (2001) warn of the multiple amengs of high frequency
words and the repercussion this may have on coapad/sis. However, according to
Gardner, corpus analysis programs are still inrttaggvelopmental infancy” (Gardner
2007: 244). Until we can resort to more sophistidadisambiguation programs, results
yielded by studies which rely on frequency formeiwdtl be approached with caution. He
goes on to say that: “it would be virtually impdssi to meet the criteria of same
grammatical class and same meaning in grouping swantess the researcher had access
to a grammatically and semantically tagged corpusa csophisticated collocational
analysis program” (Gardner 2007: 244). Resultsdmuas-based studies will become
much more reliable when a way to disambiguate lagguand deal with polysemy and
homonymy is found.

Thus, so far, we have seen that one form can standlifferent meanings,
whether related (polysemy) or not (homonymy). Asyetny can also result in the
opposite situation, where one single meaning isessmted by two or more forms
appearing together. This type of combination isvim@s multi-words. Multi-words are
defined as “a sequence of two or more words (a viimidg simply an orthographic

unit). This sequence of words semantically andyategtically forms a meaningful and
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inseparable unit” (Moon 1997: 43). Moon leaves @unparative or passive forms such
as more/most expensiver was doneas he understands that they are formed
grammatically.

Some authors have stretched Moon’s definition eorttaximum. Sinclair (2004)
IS one researcher who has taken this construch@oektreme. He talks about the
‘maximal approach’ by which a unit of meaning shibbé extended “until the ambiguity
disappears” (Sinclair 2004: 280). Under this défam, a sentence or even a whole
paragraph could fit under the multi-word label. Yeeé find ourselves unable to accept a
whole paragraph, even a sentence, as a multi-wgrtdbas one single meaning.

Indeed, Moon’s definition seems quite ambiguousarirattempt to overcome the
drawbacks in Moon’s proposal, Goldberg states thhtasal patterns are considered
constructions if something about their form or megrs not strictly predictable from
the properties of their component parts or fromeottonstructions” (Goldberg 1995: 4).
Accordingly, two or more word forms constitute althword unit only if they give rise
to a concept that is different from the sum oftipairts. In this sense, the fact that two or
more words appear next to each other in a text doésnecessarily mean that they
constitute a multi-word.

The multi-word category is relatively wide and quiees several items which
differ in institutionalisation, fixedness and trpasency. Before delving further into the
discussion of the different types of multi-wordsisi necessary to clarify what each of
these criteria mean. Institutionalisation concams/hat extent a group of two or more
orthographic words is considered a unit by a laggusommunity. Fixedness stands for
the degree of frozenness in a word sequence, fampbe, the higher the degree of
fixedness, the lower the possibility of inflectionchange of order. Lastly, transparency
refers to the possibility of interpreting the mewnof a unit beyond the meaning of its
components. This phenomenon is also called semanticgrammatical non-
compositionality, and it can be seen in differeagieées in multi-words. The degree of
transparency is inversely proportional to the dmbses of being a multi-word.

Five different types of multi-words can be ideetf according to their degree of
institutionalisation, fixedness and transparencgioms, fixed phrases, prefabs,
compounds and multi-verbs (see table [2]). The taliom is sometimes used as a
superordinate for any type of multi-word. Howevier,the narrow sense, an idiom is

understood as a multi-word unit whose meaning tghmresult of the meanings of its
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parts, that is, it has a non-compositional natlmeéurn, fixed phrases can be described
as an odds and ends category, where almost anyfitenghis includes greetings (good
morning, excuse me), proverbs (enough is enougiad) samiles (dry as a bone). Most of
them are noted for their degree of fixedness, aricsa much for their compositionality
or institutionalisation. As for prefabs, they arefided by Moon as “preconstructed
phrases, phraseological chunks, stereotyped ctilbmsa or semi-fixed strings which are
tied to discoursal situations and which form studcty devices” (Moon 1997: 47).
Contrary to phrases, prefabs enjoy a consideralgly Hegree of institutionalisation,
although their frozenness is not particularly redicle. Among the most well-known
prefabs are introductory formulae suchtlais is or that reminds meAlthough prefabs
are not as fixed as idioms, this type of constactias become lexicalized due to its

frequent use in discourse (Pawley and Syder 1983).

CATEGORY INSTITUTIONALISATION FIXEDNESS  TRANSPARENCY
Idiom High Medium-High  Low
Fixed Phrase Medium-High High Medium-High
Prefab High Medium High
Compound Medium-High Low Low-Medium-High
Multi-verb

*  Prepositional Verbs Medium-High Medium-High  High

e Phrasal Verbs High Medium-High  Medium-Low

+  Phrasal-Prepositional High Medium-High  Medium-Low

Verbs

Table [2] Types of multi-words and their degreesnstitutionalisation, fixedness and transparency

Regarding compounds, they are considered “the lgdstesting” by some
authors (Moon 1997: 44). Maybe the reason is ttieg process of compound formation
does not lend itself readily to general rules” k¥an et al. 2001: 84). In fact, they are
orthographically inconsistent. They can adopt défe formats: one word with two
roots, two hyphenated forms, or just two separateds: In some cases, two formats
coexist such apaper clipandpaperclip It could even be the case that three possible
formats exist, an example beihgartbreak heart-breakandheart break It is possible

that, in the future, the hyphenated and separatesfavill become obsolete, leaving only
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the first form. For instancdipstick andwildlife together are possibly the result of the
evolution of the formdip andstick andwild andlife, respectively. Nonetheless, there
are some compounds which resist lexicalization sis#tiwi bird, which only appears as
two separate forms.

Compounds are distinguished from ‘normal’ or ottyges of multi-word units in
terms of phonology, syntax and semantics. Contaordinary words, compounds have
two primary stresses, as they have two roots. Fagrammatico-syntactic perspective,
compounds present special features in terms of watdr, interruptibility, modification
and inflectibility.

They are sometimes ungrammatical, such as in thescafknee-jerkand sea-
sick These two examples show how the normal word omldEnglish is altered by
placing the object before the verb in the firstegaand the noun before the adjective in
the second case. Moreover, even though some comdp@ua made up of two free word
forms, they cannot be interrupted by any new fofims is due to their high degree of
frozenness. Frozenness somehow delimits the flayilmf compounds. They can be
modified according to their grammatical class, baly the last part of the compound
can be inflected. In this sense, the pluralpaper basketis not *papers basketsbut
paper baskets

Semantically speaking, compounds tend to acquieeialized meanings: “only
in rare cases is the meaning of a compound defroed that of its constituents in the
literal sense” (Jackson and Amvela 2001: 81). Instmmases, it is only one of the
constituents which loses its semantic transpardpayinstance, in the caseaistbin it
is the first part of the compound, thatdigst which loses its transparency. A dustbin is
not restricted to the collection of dust in the saway a blackboard is not necessarily
black or made of wood.

As discerned from the reflections above, compouwarésirregular in their form
and present different degrees of non-compositipnalihese two facts sometimes make
it difficult to decide whether two forms should bensidered a compound or not. This is
to be taken into account in the quantification @h\ocabulary. If quantification is based
on purely formal terms, then maylpaper basketshould be counted as two forms,

whereas, in semantic terms, these two forms migladeepted as just one.
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We now arrive at the fifth type of multi-words: tmeulti-verbs. They can be
divided into prepositional verbs, phrasal verbs phrhsal-prepositional verbs. The first
two consist of a lexical verb and just one partieiaereas the third one requires three
elements, viz, the lexical verb plus two particldewever, we should not identify multi-
verbs with free combinations. For instance, in pinepositional verbs, the object can
become the subject of the passive sentence, whéhémasdoes not occur in free
combinations of verb plus prepositiomVe will call on the headmastetan be
transformed into the passive structurecalé onis a prepositional verb. By contrast, the
free combinatiorcall after prevents the sentend¥e will call after the meetinffom
turning into a passive one.

In the same vein, phrasal verbs should also bé&ngdisshed from free
combinations, due to the idiomatic nature of thenker (Greenbaum and Quirk 1990).
The isolated meanings of the constituents of phresds such agive in(surrender) or
look up(visit) differ from the meaning of the phrasal bethemselves. On the contrary,
the meaning of free combinations can be predidfédat is more, not only do phrasal
verbs differ from free combinations in terms of semic predictability, but also in
fixedness. In free combinations suchvealk past walk can be replaced byun, trot,
swimor fly. This is something which cannot be done with agélrverb, where the two
components are indispensable. In turn, the phiaeglesitional category is the easiest to
identify due to the number of elements: a lexiaalovplus an adverb and a preposition.
Examples of phrasal-prepositional verbs laak forward tg put up withandtake out
on. Similar to prepositional and phrasal verbs, thgpes of constructions vary in their
degree of idiomaticity, that is, it is easier téeinthe meaning atay away fron{avoid)
thanstand up for(support).

To conclude, the discussion on polysemy, homonamy multi-words evinces
the complexity of the relationship between mearangd form. They may be regarded as
three of the most representative cases of linguastymmetry found in language. These
kind of irregularities — as a result of asymmetnyd areflected by these types of

phenomena — can pose serious problems for lexi@itdication.

2.2.4. Alternatives to the word
It has been observed that the word is one of th& mmmbiguous and vague constructs in

language. For this reason, some proposals haverbaéa in order to overcome the
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different obstacles established by the definitidnword. Several alternatives to the
notion of word have been suggested. These alteasatan be gathered around three
different categories. The first category is basedaty on form; the second one relies on

morphology, whereas the third rests on semantieaichings.

2.2.4.1. Formal category
The token and the type are the two forms whichfd the formal category. The token is
also called a ‘running word’. This is defined agmgvword form in a spoken or written
text regardless of the number of times it occuratidh 2001). In this sense, each token
corresponds to one of the items that a word pracessints as a word. Accordingly, the
sentencdt is not easy to say it easihas eight tokens, disis counted twice. Forms are
counted as many times as they appear in the tévet.tdken is then normally used to
measure the length of a text.

However, at the semantic level, some researclsershe type. This is defined as
the representation of “a class of linguistic itefiRichards and Schmidt 2002: 567).
Continuing on from the sentence above, there arensgypes and not eight, @sis
counted only once. The type was used by Carrolf1)19vho took the concept to the
extreme, distinguishing even between upper and rioase letters. According to this
author,car andCar are two different types and should be counted weat, and not as
only one form. A less radical use of the type isnfd in Seashore and Eckerson (1940),
who resorted to this alternative when calculatingabulary knowledge in the 1920s and
1930s, adopting the standard definition of the term

These two proposals can be useful in strictly ¢jtetive studies, where it is only
the number of forms that counts. Hence, they cdlda good alternative for corpora
studies. Milton states that, at first sight, theetyseems to be “a very workable figure [...]
easily understood” (Milton 2009: 9). Yet, they dae from apprehending the complex
nature of the lexicon. First, they focus exclugiveh form, and we should not forget that
linguistic items are primarily meaning containeirs.this sense, an alternative to the
word which is based merely on formal criteria does seem very appropriate. Second,
as they are based on form, neither the token r@type contemplate the existence of
multi-words. Look after put up withandgood morningare counted as two, three and

again two items, ignoring their semantic features.
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Last but not least, the psychological validity okéns and types is at the very
least doubtful. As stated above, tokens strictlguk on text quantity, regardless of
semantics. In turn, the formal nature of the typsans that we coutéble andtablesor
cookandcookedas different items in a text; that is to seble andtablesor cookand
cookedare not technically the same word. The questiomhegther they should be
considered different items from the standpoint ofabulary research. The adoption of
the type as a unit of counting in L2 vocabularyessh does not contemplate the
regularity of the rules by which words are inflett®ut another way, once the rules of
the plural and the regular past tense are mastéredype can be applied to other nouns
and verbs. Therefore, someone who knows the wairie would possibly knowtables
and the same can be saidcobkandcooked This does not mean, though, that learning
vocabulary is an easy task: “a learner needs to ldgousands of new words in a
Foreign Language to become competent” (Milton 2A@); and this is something which

requires considerable effort.

2.2.4.2. Morphological category

The morphological category contains two differemitst the lemma and the word
family. One of the main differences between membmrshe formal category and
members of the morphological category is the abstess of the latter. Both the lemma
and the word family are abstract units. Texts doimdude lemmas or word families but
rather members of these units. In order to disistgthe abstract units from the concrete
members, the former are written in capital letters.

Vermeer (2004) points out that the lemma is thetmeliable unit of counting.
Nation defines the lemma as consisting of “a headvwamd some of its inflected and
reduced forms” (Nation 2001: 7). However, the autdoes not clarify which of the
inflected forms are to be considered part of tmen@ and which are not. Francis and
Kucera (1982) point out that the members of a lemnianigeto the same grammatical
class, although they may differ in spelling. Fatance, the lemma PLAY includpkay,
plays playing played but notplayer. This last form would belong to another lemma, as
it is not a verbal form but a nouRlayerwould instead be part of the lemma PLAYER,
which includeglayer, playersand most likelyplayer'sandplayers..

According to the aforementioned authors, the verm$wentandgoneshould

be placed within the lemma GO. A similar case cameéhe formam, are andis with
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the lemma BE. However, there is a doubt as to venetiearner can associatentwith
GO oramwith BE, unless he or she has studied these il@efprms before.

Alternatively, it is more probable that a learneould associate player with
PLAY. Gardner (2007: 244) warns that “the opaquellsiy and phonological
connections between the lemma headword and thdyfamembers will surely cause
more and different learning problems than their entbansparent counterparts”. Indeed,
psychological validity plays an important role heta the case ofGO and went
psychological validity is non-existent, whereasr¢his a high degree of validity in the
case oblayerand PLAY, even though the former does not belorttpé¢ latter.

We now turn to the second unit in the morphologaategory: the word family
(hereafter referred to as WF). This is consideneel af the strongest alternatives to the
traditional notion of words for vocabulary researthe WF is defined as a headword
plus its inflected and closely related derived fernihe fact that derived elements are
included shows that the scope of the WF is widanfttinat of the lemma. Because of its
popularity among linguists, it has been adoptednbgnerous L1 and L2 vocabulary
studies (Ito and Bauman 1995; Laufer 1998; Laufer Mation 1995; Nation 1990;
Goulden et al. 1990; Diack 1975). Goulden et 8@9() and Diack (1975) made use of
the WF in their tests. In both cases they wanteddasure the vocabulary size of native
speakers of English who are expected to be familidin the ways of deriving and
inflecting words. The WF has also been used by €adh(2000) in the design of
wordlists for advanced EFL students. She assumeduthiversity students had enough
knowledge of English to deal with the WF insteadeofimas.

As can be inferred from above, the use of the Wdnéd; to a certain degree, its
justification as a unit of counting — basically iesl on suppositions. In this sense,
adopting the WF as the unit of measurement in wdeayp studies implies that learning
the headword HOPE automatically includes learriogelessor hopefully It is fair to
say that a learner with a certain level of profic in his or her foreign language, and
with certain metacognitive skills, will be able agsociatehopelessand hopefullywith
HOPE. However, this should not mean that knowirgp#i necessarily implies knowing
hopelessor hopefully It is true, though, that if the learner knows theaning of the
suffix -less and the meaning of the headword HOREN he or she may be able to
figure out the meaning dfopelessNevertheless, there is no guarantee that knothiag

meaning ohopeincludes knowing the meaning of some of its deiwes. Table [3]
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presents the different forms which are includedeuntie labels ofemmaand word
family.

Schmitt (1998) provides evidence of the difficudtia adopting word families as
a unit of counting in vocabulary studies. He carmut an interesting study on the
interaction between different aspects of word kremgke. One of the tests consisted of
providing words derived from those that had beanned previously. Someone who had
acquiredfriend was expected to give derivatives suclir@ndshipor friendly. However,
most participants were unable to give any derieatiat all, which proves that knowing
one or several members of a word family does noesegarily imply knowledge of the
rest of the members.

A possible solution to this issue is adapting tbacept of word family to the
learner’'s level (Gardner 2007). This adaptationseia of fine-tuning the concept of
word family including a higher or lower number dfixes depending on the student’s
level. In this sense, we shall avoid generalizatioggarding the learners’ vocabulary
knowledge. This refinement will provide us with whae can callsensible word
families We will develop this idea further in section 3.2The word as a functional

unit.

Base form Included in the lemmacategory Included in the word family category

PLAY Play, plays, playing, played Player
HOPE Hope, hopes, hoping, hoped Hopefully, hopeless
WIDE Wider, widest Widen

Table [3] Forms included in a lemma and a word fami

2.2.4.3. Semantic category

The semantic category includes two proposals, tie, lexeme and the lexical unit.
Lexemes are usually identified with headwords diciionary. As they are placed within
the semantic category, lexemes are defined asgdattgto meaning (Crystal 1995; Biber
et al. 1999; Jackson and Amvela 200Rjeak downand put up withwill probably
appear as dictionary entries, but this may nohbecaise witlpaper baskeor in front of
This is due to their different degrees of non-cosijanality (see section 2.3.2 of the
present chapter). For this reason, Crystal refineslefinition of lexeme as a “unit of
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lexical meaning, which exists regardless of anjeational endings it may have or the
number of words it may contain” (Crystal 2003).

Crystal’'s definition solves the problem of lexemasrelation to multi-word
items. Indeed, the semantic basis of the lexeme&comees two main obstacles: the
formal constraints found in other alternatives suat types, and the risk of
overgeneralization found in word families.

However, the lexeme also has its limitations.tfafsll, not all words present the
same degree of lexicality. Jackson and Amvela (RGfidtinguish between lexical
lexemes and grammatical lexemes. Lexical lexemesidentified with nouns, verbs,
adjectives and adverbs, although the opennesseofatter is arguable (Quirk et al.
1985). They are also known as open classes, asatteepotentially able to add new
members. By contrast, grammatical lexemes belongh® so-called closed class
category. Prepositions, pronouns, determiners angloctions are basically functional
words with a grammatical rather than a lexical fiorc Their main function consists of
establishing grammatico-syntactic relations betwderical lexemes. The closed
category is restricted and rarely adds new members.

Nonetheless, there are several degrees of leyiaaithin grammatical lexemes.
For instance, prepositions such beshind and under are more lexical than the
determinersa andthe The first two have more lexical meaning than ldst two, even
though the four of them fall within the grammaticategory. This is to show that
lexicality is not an all-or-nothing characteristioyt that it has to be represented on a
scale. A possible option is to refine the defimitmf lexeme by pointing out the different
degrees of lexicality that lexemes may enjoy. is thay, we would not have lexical and
grammatical lexemes, but rather lexemes with varibegrees of lexicality.

The second limitation in the adoption of the lexeas an alternative to the word
is that it does not contemplate the polysemic matdmost words. As was discussed in
the previous section on asymmetry, the form-meangtefionship is not of unique and
bidirectional correspondence. One single form darda to different meanings and just
one single meaning can require more than one fdtm.definition of the lexeme does
not distinguish between the different meanings ipadysemous word, or between
homonymous words. Although an alternative basesleomantic criteria is appealing, the

basic problem is still the same as in other prolsplaat is, asymmetry is not
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contemplated. A direct, cogent correspondence letwéorm and meaning is
straightforwardly assumed.

Having discussed the lexeme we now arrive at tloerse alternative in the
semantic category: the lexical unit. The lexicait us defined by Cruse (1986) as the
smallest part which satisfies the following twatena:

1) It must be at least one semantic constituent

2) It must be at least one word
A semantic constituent is a complex item which aorg form and meaning and has a
grammatical function. It combines with the meanafigother constituents in a sentence,
contributing to its overall meaning. An affix, a woor even a whole phrase can be
considered semantic constituents. For instance,or dy are semantic constituents,
though they are not lexical units, as they arewaotds. Houseor on the roadcan be
labelled lexical units as they are semantic camstits and are at least one word. The
problem is that very few researchers would acogpthe roadas a unit of counting.
Regarding Cruse’s second criterion, a lexical umitst be at least one word. Cruse
defines the word according to its positional mapind resistance to interruption. Put
another way, the word is understood as the small@sthat can be moved in a sentence
without destroying its grammaticality, and the Esgunit that resists interruption.

Hence, if the lexical unit is adopted by vocabulatydies, its definition should
be fine-tuned, that is, a lexical unit should bedenstood as a minimal semantic
constituent which is made up of at least one wadndthis sense, some definition
problems could be overcome. AccordingRachelor knowswould be considered lexical
units, but noun- or-ly oron the road

Despite its drawbacks, Cruse’s definition of a ¢éekiunit has a positive point. It
refers to the combination of one or more forms vaitbingle meaning, so that one form
may constitute as many lexical units as meaningslwed. One example could be the
form tick, which has up to four lexical units regardingfasr meanings: 1) a recurrent
metallic tapping or clicking sound, such as thatlenhy a clock; 2) any large group of
small parasitic arachnids living on the skin of mabnlooded animals and feeding on the
blood of their hosts; 3) the strong cover on apilbr mattress; and 4) account or credit
(informal). Even though some meanings may be fanyilar, each identified semantic
sense will give birth to a new lexical unit. Theyllvalways be considered different

lexical units, regardless of the close relationdl@fween them. Bogaards (2001)
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recommends the lexical unit as the unit of measargrfor L2 vocabulary studies. He
carried out two experiments which support his psghoBoth experiments consisted of
engaging participants in a reading and translaasg. These two tasks were expected to
help participants acquire some incidental vocalyulBogaards wanted to demonstrate
that “new senses for forms that have already begquiged cannot be taken for granted”
(Bogaards 2001: 337). This supports the idea thabkes sense to assume that the unit
of counting in vocabulary studies needs to be reddo the meaning that the learner is
exposed to. In light of Bogaards’ results, Knowéesl Mohd Don state that we may
need to begin “to consider individual word meanings the basis for our analyses
(2004: 71).

However, two weaknesses are found in lexical urkisst, we have already
talked about how difficult it is to delimit diffen¢ senses in a word. As a consequence,
we may struggle to distinguish between differenidal units which share the same
form. Second, although lexical units try to be Ese to the real picture of language as
possible, paradoxically enough, they become legsogpiate for the strong current of
corpora studies which is increasingly more dominanthe scope of L2 vocabulary
research. Very complex programs with semanticatly grammatically tagged corpora
are being designed (Landes et al. 1998; Ravin a@tdck 2000), but they are still in
their initial stage. Nevertheless, even if theyever be highly developed, there is still a
long way to go until these programs behave like éuiorains, if this ever does happen.

To sum up, the present section has introduced aleaternatives to the
ambiguous and vague notion of the word. These natees have been organized
according to the criteria on which they are basédutkther it be formal, morphological or
semantic. We have seen that all of them have #mbrantages, but what has become
more evident is that there are some disadvantagashwhave to be taken into
consideration before adopting them as the unioahting for vocabulary studies. Table

[4] summarizes the alternatives which are propasegdiace of the word.
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BASIS CATEGORY DEFINITION

Token Every word form in a spoken or written teagjardless the number of times
Form it occurs

Type The representation of a class of linguisgait

Lemma A headword plus its inflected and reducethfor

Morpheme Word Family A headword plus its inflectad derived forms
Lexeme Unit of lexical meaning, regardless of icfienal endings

Meaning Lexical Unit  The smallest part in langudlgat constitutes at least one semantic unit and
is at least one word

Table [4] Alternatives to the word as the unit@fital counting

2.2.5. Sensitive and sensible schemes in the coimepof the word: Word as a
functional unit

Thus, so far, we have found that it is quite diffido find the perfect once-and-for-all
unit of measurement for L2 vocabulary research.eNointhe proposals discussed above
as an alternative to the word seem to be the soluAlthough an ensuing debate about
the ideal unit of counting for L2 vocabulary idistery much alive, it seems to be more
and more clear that there is not a panacea inrebgect. Daller et al. hold that “the unit
of counting should match the use to which the datput” (Daller et al. 2007: 39).
Certain alternatives seem to adapt better to aifgpeesearch purpose than others may
do, but, to date, a definitive solution to the pewb is still quite far off.

Over the last decade, we have experienced a slbhvgtbady evolution from a
researcher-centred approach to a learner-centpdaqh. In the eighties, Anderson and
Freebody claimed that “what counts as a word wdpehd upon the researcher’s
principal purposes” (Anderson and Freebody 198).: #8ound 30 years later, Gardner
asserted that “whatever morphological taxonomieg words must have some
correlation to the way learners actually associateds in their minds” (Gardner 2007:
246). A clear development towards a claim for #egher’s psychological validity of the
unit of counting can be observed.

Hence, there is the need to find an alternativichvimeets two requirements.
First, the concept ofrord has to be valid for the learner, and second,eatéme time it
has to be accepted by the research community. &ttampt to satisfy both the learners’
and the researchers’ needs, the so-callemkible schemesave been proposed. The
sensible schemesstablish several levels of knowledge which sttelane expected to
have reached at certain points of their learnimg@ss. Two importarsensible schemes
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are suggested by Bauer and Nation (1993) and bgr@a2007). The scheme proposed

by Bauer and Nation contains seven levels whictegpéicated in table [5].

Level Explanation Examples
1 Each form is a different form. The belief thadrigers have no idea‘Car’ and ‘cars’ or ‘play’
of morphological relationships may be too radical. and ‘played’ are

considered the same word
by the students
2 Inflectional suffixes. This second level may latamount to the Past tense suffix -ed

lemma. Learners are expected to have basic knowleflguffixes.  Present continuous suffix -

ing
3 Learners should be able to distinguish betweenntiost frequent -able, -er, -ish, -less, -ly, -
and regular derivational affixes. ness, -th, -y, non-, un-
4 Learners already know frequent, orthographicatlgular affixes. -ation, -ful, -ism, in-
Researchers focus on frequency and orthography preetuctivity
and phonology. The main reason is their interestritten L2 over
oral L2.
5 At this level the learner should know regular imitequent affixes. -age, -al, -an, -hood, -let,

These kind of affixes are defined as “affixes thed fairly regular, anti-, arch-, bi-
but they do not individually add greatly to the rhenof words that
can be understood by learners” (Gardner 2007: 246).
6 The learner is expected to know frequent butgirtar affixes. -able, -ee, ion-, pre-, re-
Despite being frequent, the use of members in thategory
sometimes requires changes in the word base sudelesons or
additions.
7 Classical roots and affixes. Nation and Bauesngfly recommend ab-, ad-, dis-, ex-
the explicit teaching of this category. Contrarygeneral belief,

they have quite a high productivity and frequency.

Table [5] Bauer and Nation’s sensible scheme (1993)

This scheme should be recognized for its importaaroed pioneering character,
although we must point out three drawbacks. Fitsis necessary to define what is
meant by “the most frequent and regular derivati@ffixes”. Even though examples
are provided, we may still find ourselves in aa&iiton where we have to decide whether

an affix is in fact frequent or not for it to becladed in the relevant category.
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Second, suffixes and prefixes are seen to sharesahe degree of difficulty.
However, this assumption does not correspond tditigeistic reality. Many prefixes
are transparent and easily paraphrasable. Thiisase of non- and un-, meaning not.
By contrast, suffixes are normally more difficudt decipher. Suffixes like -ment, -ness,
and -ish are more difficult to define and possiioigre difficult to learn.

There is a third objection to Bauer and Nation’sesne: the lack of attention to
word stems. The authors focus on affixes, relegastems to a secondary stage.
However, some studies (Wysocki and Jenkins 198I&rend Nagy 1989; Hancin-Bhatt
and Nagy 1994) have shown that learning derivativeslated to the knowledge of the
stems. In fact, only after students recognizedsteen of a word were they able to know
the contribution of the suffix to the word form. drefore, we can say that Bauer and
Nation’s proposal has been narrowed down to thgulstic features of the affixes
without consideration for the student’s abilityléarn them.

A more contemporary scheme is the one proposed dyr@r (2007), which
appears in table [6]. In an attempt to combinenearland linguistic needs, the author
offers three different criteria to take into cores@mtion when selecting the unit of

counting for L2 vocabulary studies.
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Learner’'s profile

Word as Age Proficiency Literacy Morphological
skills training
Base forms Young Low Low No
+ Children
Regular inflections
Base forms Older Intermediate Intermediate Some
+ Children
Regular inflections and
+ Adolescents

Irregular inflections

+
Derivational prefixes

Base forms Adults High High Extensive

+

Regular inflections

+

Irregular inflections

+

Derivational prefixes

+

Derivational  suffixes  (regular and

irregular)

Table [6] Gardner’s sensible scheme (2007)

Gardner endeavours to satisfy both research anaigpggl. As can be discerned
from the chart above, Gardner establishes a diedationship between age, proficiency
and the morphological level. In this regard, iteipected that the higher the age, the
higher the learner’s proficiency and the morphatagknowledge. When Gardner talks
about the morphological level, he refers to thewedge of affixes and multi-word
items. In the first morphological level, the learme expected to recognize only plurals
and closed compound nouns suchnaidkman The second level of morphological
training encompasses both inflections and derinat@s well as closed compounds and

hyphenated items such sisgar-free The third and more extensive level includestad! t

31



Chapter 2

previous categories plus phrasal verbs (switch affpms (on the rocks), fixed phrases
(pleased to meet you) and prefabs (the thing is).

However, the three stages are closed; that is yo teey do not allow the
characteristics from the previous table to movenflane stage to another. For instance,
it may be the case that an adolescent is morecgnfithan an adult, or that an older
child is able to identify derivational prefixes bubt irregular inflections. Despite the
limitations, Gardner’s proposal is an importanpdi®vards taking into consideration the
learner’s needs, which have traditionally beengatied to the sidelines.

In conclusion, a functional approach like the adopted by these schemes
seems to be a possible solution to Wwd issue. Perhaps the most appropriate way to
address the controversial definition wrd is to take into consideration both the
learners themselves and the aim of the study. ®athar way, not only should the focus
be on the purely linguistic aspect, but also onl¢laener. Therefore, we should be aware
of the need for schemes adapted to the studerisiifg processes without losing the

research perspective.

2.3. Knowing a Word
2.3.1. Introduction
There are several ways to understand vocabularyvlkdge. Different terms imply
different paradigms. In fact, it is not the samecémceive vocabulary knowledge from
the point of view of the word as it is as a compeé Indeed, the choice made is
unavoidably going to condition the rest of the gtud

The definition ofknowledgeis very likely to affect the size of any vocabylar
estimation. The obtained results will always hawebe interpreted from the chosen
standpoint. For this reason, conclusions drawn ferstudy have to be relativized,
according to the perspective adopted.

2.3.2. Word Knowledge, Lexical Competence, or both?

In the field of L2 vocabulary acquisition we candiseveral terms which refer to the
level of vocabulary learning. Labels such kexical knowledge(Richards 1985),
vocabulary knowledg€Meara 1996), andemantic competenc@lum-Kulka 1996)

have been quite popular among L2 vocabulary schiddwnethelessyord knowledge-
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hereafter WK — andexical competence- hereafter LC — have been among the most
recurrent ones. For this reason, the present sesilbfocus on these two terms.

The problem with the sheer variety of terms regaydiocabulary knowledge is
not the variety itself, nor is it the different elents that form their definitions. The real
problem is the general tendency to use one or anddlbel indistinctively, as if they
were totally akin. Indeed, many authors cannot leelmbining the use of two or three
labels in the same document. This is the case ofiklen (1999), who interchanges
word knowledgeand lexical competencan her discussion about the confounding
terminology which dominates L2 vocabulary acqusitfieldwork.

There are important divergences as regards WK and Hirst, there is the
historical tradition of each of these terms. Upilithe seventies, the study of vocabulary
fell within other areas such as Grammar. It wasauoisidered important enough to be
studied in and of itself. Consequently, a speddien to refer to the study of vocabulary
was not necessary at that point and WK performdtlemeugh in this role.

Only after the mid-seventies did vocabulary starstind out as an independent
discipline, a research area in and of itself. lsved that moment when the term LC
began to appear. It was first used by Canale andirSim their discussion about
Communicative Competence (1980). Yet, in these yiears LC was considered a mere
component of grammatical competence, still beindordéd little autonomy.
Nevertheless, the fact that a new term was spadificreated for vocabulary knowledge
meant an important step in the recognition of votaly as a benchmark in L2
acquisition, forecasting the change that vocabulaarning would undergo in the
following years. In fact, nowadays, the Common kpean Framework of Reference
(CEFR) presents LC as an independent competenbetaibwn value and meaning; as
an underpinning for the teaching and learning ofjlages (more about the CEFR in
chapter 3, section 3.2.2.1 [a]).

The second divergence between WK and LC lies intéhnes knowledgeand
competenceThe former is more in line with Chomsky’s viewajcabulary as a set of
data to be learned in the same way as we would e world’s capital cities or the
Spanish mountain ranges. This tenet bears connetticdhe idea of vocabulary as
merely declarative. By contrastompetencealludes to skills or the ability to do

something. This is known as procedural (can-do)\edge.
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Sanjuan (1991) adopts the term LC in her discussibaut L2 vocabulary
knowledge. This author understands vocabulary kedgé as being primarily a
psycholinguistic process conditioned by internall axternal factors. Accordingly, the
process is open, dynamic and idiosyncratic. Whatirdjuishes LC from other
competences such as Phonology or Grammar — Sadljaiams — is that it is constantly
growing and changing. Besides being changeabledgnamic, the idiosyncratic feature
of LC reveals the central role of the speakersndivelopment. For instance, teenagers
are more receptive to vocabulary when it comegspacs they can identify with such as
music or computers, more so than other topics wticchot interest them.

Robinson (1989), on his part, prefers the use of. \MK puts the declarative
perspective on a par with procedural knowledge pideshis fact, Robinson highlights
the importance of process over product. He criggithe narrow linguistic view of WK
stating that WK can also be dynamic and procedural.

On the basis of the comments above, it seems kmatuse of WK and LC
indistinctively is far from justified. According tthe ideas discussed above, we should
distinguish between two types of vocabulary knogkdWK, which is based on word
level, and LC, which relies on discourse. Notwisimsting, the two dimensions are
closely bound to each other, as discourse somehoges on individual words, and
individual words are normally displayed in discaur$he fact that, to some extent, one
Is considered part of the other does not meanWhatand LC are the same thing. As
they are different, one would expect the methodanaflysing them to be different too.
Therefore, a fine-grained distinction between tesmsh adexical competencandword
knowledgeshould be taken into consideration (Read 19970R@xhmitt (2000) clearly
states that he deals with vocabulary knowledge ftbenword-knowledge standpoint,
underlining the divergences between this term axatél knowledge. Both WK and LC
are equally legitimate. The decision of whetheadopt one or the other depends on the

research aims and the context.

2.3.3. Vocabulary Knowledge as Word Knowledge
The numerous proposals about word knowledge madtdfitult to classify. The main
reason for this is that they cannot be grafted @miyp linguistic theory in particular, as

they touch upon several perspectives. Nonetheleese seem to be two trends which
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have dominated the scope of word knowledge: th@namy perspective and the

continuum perspective.

2.3.3.1. The taxonomic perspective
The two main exponents of the taxonomic perspectwe Richards and Nation.
Richards was one of the first authors to stressirtyortance of vocabulary in L2
acquisition. He talked about the need to pay atientb word knowledge in his well-
known work entitledThe Role of Vocabulary Teachir{@976). His ideas on what it
means to know a word were, and still are, a refereor L2 vocabulary studies. His
Roleof Vocabulary Teachingas one of the first studies which triggered thecdssion
about the definition and meaning of word knowledge.
According to Richards, WK is based on seven difieespects:
a) Knowing the degree of probability of encounterihg tvord in speech or print
b) Knowing the limitations imposed on the use of therdvaccording to function
and situation
c) Knowing the syntactic behaviour associated withvtioed
d) Knowing the underlying form of a word and the datigns that can be made of
it
e) Knowing the associations between the word and atioeds in the language
f) Knowing the semantic value of the word

g) Knowing many of the different meanings associatét the word.

Most of these aspects make reference to the feanfréghe word itself, viz,
orthography and morphology (d), grammatical clags #énd semantic information (f)
and (g). Yet, there are some clues about the molbeoword in discourse. These are
found in point (a), where frequency of occurreneelearly alluded to, register in (b)
and association in (e). Moreover, all seven statesnetart with the same word:
knowing The use of the verknow for introducing statements about word knowledge
reinforces the declarative background of Richatak®nomy.

Almost twenty years later, Nation presents anothedel of word knowledge.
This model features nine aspects which revolve rataihree main dimensions: form,
meaning and use (see table [7]). Knowing the worthfmeans knowing what the word

looks like (orthography) as well as how it sounplsonology). Nation builds on these
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expected sub-divisions by adding a third aspecth® category of form, viz, the
identification of word parts. By word parts Natioreans affixes (prefixes and suffixes).
For instance, knowledge of word parts includes tstdading that the two letters ‘un’

can be a prefix meanirthe oppositesuch as in the case @d — undo

Form * Spoken What does the word sound like?
How is the word pronounced?
« Written What does the word look like?
How is the word written and spelled?
« Word parts What parts are recognisable in this word?

What word parts are needed to express the meaning?

Meaning « Form and Meaning What meaning does this word form signal?

What word form can be used to express this meaning?

Concept and referentsWhat is included in the concept?
What items can the concept refer to?
» Associations What other words does this make us think of?

What other words could we use instead of this one?

Use « Grammatical functions In what patterns does the word occur?
In what patterns must we use this word?
« Collocations What words or types of words occur with this one?
What words or types of words must we use with dimis?
« Constraints on use When, where, and how often would we expect to rtéstword?

When, where, and how often can we use this word?

Table [7] Nation’s taxonomy on Word Knowledge (2p01

The second dimension, word meaning, is divided thtee parts. The first part
concerns being able to establish a link betweem fand meaning. The other two parts
tie in with the different connotations that a wondy have in a language. We know that
languages do not have equivalent translations.séh@& concepts and referents from one
language to another may carry different associatiorthose languages. One example is
the wordprawnin English and in Thai. In English the word praismeutral, whereas in
Thai this word is used as a well-known nicknaméhimithe family.

We now come to the third dimension: use. This dsi@nis also divided into
three parts: grammatical functions, collocationsl @onstraints on use. As its name

suggests, grammatical functions concerns the papeech a word is. Having this kind
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of information means that you can confidently dagt beautifulis an adjective, and, as
such, should go before the noun it complementdo€ations and constraints on use are
somehow linked to frequency of occurrence. In #aase, it is a fact that some words
appear more frequently with others, that is, theNocate. People do their homework,
but make their bed. Bottlo and makeimply action, butmakedoes not collocate with
homework while it does with bed. Regarding constraintsuse, there are words which
are expected to occur in some contexts and nother®. In this sense, the tewhick
referring to a young girl will normally appear im anformal conversation between
friends, while the terrmissis expected to be found in much more formal comstext

If we compare Richards’ and Nation’s models, we @ppreciate that ideas about
word knowledge do not seem to have changed much, Nation introduces an
important new development. The nine sub-aspectdation’s taxonomy are framed
within the Receptive-Productive scope. Receptivevkadge involves, among other
things, word recognition, whereas Productive knolg&einvolves word utterances. This
framework associates Nation’s aspects not only With merely declarative, but with
procedural tenets. In this sense, the scope inhathiese aspects appear changes from
knowto | am able

Richards and Nation are not the only ones followthg taxonomic trend.
Schmitt (1998) also adopts this perspective forvoisabulary research. He focuses on
the interrelationship between four different types word knowledge: spelling,
association, grammar and meaning. These four aspeein tune with some of the ideas
outlined in Nation’s model. In fact, spelling tieswith the Form questionHow is the
word written and spelledMeaning and association are clearly related toioNa
guestionswWhat meaning does this word form signal®d What other words does this
word make us think offespectively. Lastly, when Schmitt talks aboutngmaar, he
refers to word class, which would correspond toidfes grammatical functions. The
author discovered that the four types of knowledgee not completely independent. A
certain correlation between some of them was okseralthough the existence of a
developmental hierarchy was not revealed.

Along the same lines, Pigada and Schmitt (2006 allsowed the patrtial
independence of different kinds of word knowled@@wo new developments can be
highlighted with respect to Schmitt’'s study abovest, the number of words in Pigada
and Schmitt was abruptly increased from 11 up & S&cond, the frequency variable
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was also considered when discussing results. Thétsein Pigada and Schmitt (2006)
confirmed the results in Schmitt (1998) that dietr types of word knowledge develop
at different rates. Frequency stood out as onehef most influential factors in
acquisition, though at different degrees dependimghe type of word knowledge (more
about the frequency factor in section 3.4). Fotanese, spelling turned out to be one of
the most affected types of knowledge, whereas mgatid not. In light of these results,
the authors concluded that “various aspects of wardwledge should be treated
differently” (Pigada and Schmitt 2006: 20). Therefothe statemerd/he knows that
word should be fine-tuned by making an explicit allusto the type of word knowledge
referred to.

As can be observed from the discussion above, kooidvledge understood as
taxonomy is easy to visualize. It is seen as ao$dliscrete units that accumulate,
reducing vocabulary knowledge to a mere quantgatissue. However, taxonomic
models present a serious problem of practicalignde, testing the vocabulary level of
one learner may involve seven tests for each swglel, which would multiply in the
case of Nation’s proposal. If this was to be agpt®a whole group of learners, the task
would turn into a “mammoth task” (Meara 1996: 46) the testers and an almost

insurmountable one for the testees.

2.3.3.2. The continuum perspective

The idea of WK as a continuum has been adopte@\sral authors. This approach was
nicely described by Nagy (1988) as an imaginarg lvhich ranges from “I think I've
seen that word before [to] that's what | did myseigation on” (Nagy 1988: 4). Nagy’s
view is in tune with Faerch et al. (1984), Palmbgrg87) and Melka (1997). Behind
their conceptions of word knowledge there is théebeahat “as one acquires more
knowledge of a given word, one will move along tdoatinuum of knowledge” (Waring
2002: 1).

Despite the common idea behind their perspectithes,authors have different
views about the way these degrees of knowledgeldHmi understood. According to
Faerch et al., “we should think of vocabulary kneede as a continuum between the
ability to make sense of a word and the abilityattivate the word automatically for
productive purposes” (Faerch et al. 1984: 100).t Th#o say, the first degree of word
knowledge would correspond to the mere recogniticime word as part of the foreign
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language, whereas it would reach its highest deghtemn the learner is able to use it in
free production.

Regarding Palmberg’'s ideas (1987), knowledge waikdt at what he calls
potential vocabularyviz, terms which can be recognized by the leaasethey are very
similar to forms in the foreign language. Herer¢his a key factor which goes beyond
word knowledge in its narrowest sense; there idaaepfor cognate strategy. What it
takes into account in the first stage is not L2 dvionowledge, strictly speaking, but the
use of the learner’'s L1 knowledge. Palmberg’'s contim ends with the active use of
that word in discourse.

Other scholars such as Trembly (1966) and DursboSirore (1991) distinguish
between three degrees of familiarity. They classidgabulary into unknown, known
and frontier words. The category tsbntier wordsrefers to “words that participants
judge as familiar but fail to acceptably define’a@va 2007: 148). This distinction is
quite simple and does not seem to encompass thelexity of the construct that is
being treated.

Despite several authors adopting the idea of Wl asntinuum, there are two
caveats in order. First, the existence of thresha@ddadmitted. In this sense, we agree
with Meara that what “we have is a continuum whghctually a discontinuum” (Meara
1997: 118). As its very nature implies, a continudoes not present thresholds, at least
perceptible ones.

A continuum is defined as a one-dimensional spaith simple measurable
properties that vary systematically in a linearhfas (Meara 1997). Yet, the
development of word knowledge is far from being aae$eeable, upward-moving
process. In fact, “we have words able to hop oh& dontinuum, move around it and
disappear from it” (Meara 1997: 188). Unsystemstican be seen in different studies
where attrition is detected, and vocabulary whiald been previously learned would be
totally or partially forgotten in the future. Acabng to these studies, one cannot expect
vocabulary knowledge to develop steadily and ratyula

The second caveat refers to the concept of famtyligself. This term is quite
vague, and, as a consequence, difficult to disead accept at the same time. It is
considered almost common sense that the higheddageee of familiarity with a word,
the higher the degree of word knowledge. Yet, thethe difficulty of defining what a
high degree of familiarity actually means. In hescdssion about word knowledge,

39



Chapter 2

Melka (1997) states that having phonological, motpgical, syntactical and lexical
information about an item should be viewed as hgpaimigh degree of familiarity. This
conception leads us back to the taxonomic perspeofi Richards and Nation. We have
here again the somewhat latent idea of WK as a [atiwe process divided into
different aspects. In an attempt to solve this lenoh Melka proposes that we address
the distance between recognition and productioreautsof the stages. The term distance
seems more appropriate than familiarity, as it @argermane to the idea of continuum.
It defines the idea of WK as a line of progress.

All in all, WK as both taxonomy and continuum peets several drawbacks.
Lack of practicality in taxonomy and lack of clgritegarding some terms in the
continuum perspective such #aniliarity are among the most important weaknesses

which do not seem easy to solve, at least in thet s&rm.

2.3.4. Vocabulary Knowledge as Lexical Competence

Since Communicative Competence was establishedheasiltimate goal of language
learning, everything related to this field has fged around the construct of
competence. We no longer talk about types of kndgde but rather competences.
Competences are at the core of Second Languageutayrand they often appear in
many documents about teaching and learning languafbe learner has to be
competent in several linguistic and extralinguistspects; in other words, he or she must
be able to do certain things with language. In toistext we no longer talk about word

knowledge, but rather lexical competence.

2.3.4.1. Breadth and Depth

| have decided to include Breadth and Depth in #astion because they normally
appear in discussions about Lexical Competences To-dimensional approach to

vocabulary knowledge has been conventionally useditberent authors (Read 1993;

Wesche and Paribakht 1996; Wolter 200Bjeadth is defined as vocabulary size

(Laufer et al. 2004) or as the quantity or numidewords learners know at a particular

level of language proficiency (Nation 2001). It haaditionally been measured with

word recognition tests. This format is considerpdrapriate to assess high amounts of
words in a reasonable period of time (Nation 20D instance, in Zareva (2003),

participants had to answer whether they recogroeethin word forms and whether they

40



Chapter 2

knew their meaning. Results showed that breadth mwase revealing than depth,
although the author warns that “the data the aismklyas based do not allow for any
definitive conclusions” (Zareva 2003: 560). Yesf/test formats or the well-known
Vocabulary Levels Test (Nation 1990, Nation 200&hi8itt et al. 2001) can provide a
fairly reliable estimation of the vocabulary brdadt language learners.

As for the subject of depth, this is a dimensionclvhs hard to define accurately.
Depthhas been used to refer to the quality of lexicedvidedge, or how well the learner
knows a word (Read 1993; Meara 1996). Yet, the tataleding of this construct is far
from being cogent. Read (2004) groups the differemncepts of depth into three
categories:

1. Network of knowledge. Depth concerns how words ess® and
interact with each other, which may be restricteduse according to

register and context (Read 2000).

2. Precision of meaning, that is, the difference betwbaving a limited,
vague idea of what a word means and having mucle mlaborated and

specific knowledge of its meaning.

3. Comprehensive word knowledge, that is, not onlywkiedge of semantic
features but also the orthographic, phonologicalprphological,
syntactic, collocational and pragmatic charactesstf the word.

Regarding the first category, there have been akattempts to measure depth mostly
by means of association tests (Read 1993; ParitmidhiNesche 1996; Greidanus and
Nienhuis 2001). Behind the rationale of this tygetast is the concept of depth as a
network of links between words. The second categemyinds us of the continuum-like
approach with the different degrees of familiantgntioned by Palmberg (1987) and
Melka (1997) (more about vocabulary knowledge aom@tinuum in section 2.3.3.2.).
Lastly, category three could be identified with Raeds’ (1976) and Nation’s (1990,
2001) taxonomical models (more about vocabularyedge as a taxonomy in section
2.3.3.1)).

What is even more confusing is that the term dep#ometimes contrasted with

width of knowledge. From this perspective, depth reterthe different degrees of
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relationship between form and meaning in a wordeneds width concerns the
relationships between a word and the rest of tleesnn the lexicon. However, this is
not a widely recognised distinction. The tedepthis normally used to refer to any kind
of link between the different word dimensions oe ttifferent words in the lexicon.
Depth can include the shades of meaning a word oaay, its connotations and
collocations, the phrases and patterns of use whererd is likely to be found, and also
the association between words in the learner's miflie problem is the lack of
specification in defining the different links repemted by depth (Meara 2002).

There is the idea that the L2 lexicon does not les/enany links — or, at least,
these links are not organized in the same way Elagcabulary. Several authors have
supported this idea. For instance, Meara (19829R6Qggests that word associations
found in the L2 lexicon of a learner are qualitalyv different from those in a L1
speaker. Indeed, it is thought that the differeypes of syntactic, semantic and
morphological information which form a lexical regentation in a learner's L1 are
more strongly and highly integrated than thoséelt2 (Jiang 2000).

Hence, most vocabulary researchers are aware aatmplexity surrounding the
concept of depth. Some researchers such as Dakr @007) have suggested that we
talk about lexical quality, which would include natly depth as it is understood here,
but also breadth and fluency. The latter refershi ease with which words can be
recognized and used. This three-pronged approagdt i® be operationalized, as to date
there is no accepted methodology for approachipgciéet alone fluency.

The main problem for measuring depth lies in thiicdlties found in its
definition. There is absence of a “clear, comprehanand unambiguous” (Milton 2009:
123) definition to approach this construct. Thisitg surprising as it is difficult to join
collocation, association, polysemy and other waatdres attributed to depth. Authors
such as Vermeer (2001: 218) have even arguedltbet tis no conceptual distinction
between breadth and depth of word knowledge”. HaueWolter (2006: 746) states
that it is necessary to consider the complex synédig and collocational links between
words. Meara and Wolter (2004: 95) comment that fwght find learners with similar
vocabulary sizes, but very different degrees ofpization in their lexicons”. This is in
line with the study carried out by Greidanus andriuis (2001). They revised Read’s
association test (1993) and found that there wagagt, something different beyond

breadth which developed simultaneously, thoughiplysat a different rate.
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A different thing is whether these two dimensions adequate enough when it
comes to determining Vocabulary Knowledge. In M&aveords, “this two-dimensional
approach to vocabulary knowledge is not really Balough to explain the diversity that
we find in language learners” (Meara 2002: 404).tdnn, Milton states that the
distinction between breadth and depth is “decefstisanple [and they] turn out to be
ambiguous words [which] can cause confusion” (2Q@. It is true that definitions in
this approach — especially as regards depth —aargdm airtight, but the idea persists
that there is something separate from vocabulaegdih which tells us something about
“the degree of accuracy, appropriateness or néikieeess that learners can perform
with” (Milton 2009: 123). This distinction has beéme breeding ground for different
vocabulary knowledge proposals, some of which glicommented on in the following

two sections.

2.3.4.2. Meara (1996)

Authors such as Meara support the idea of a reddeednsional model of vocabulary
knowledge. He claims that “despite the manifest mlexities of the lexicon,
[vocabulary knowledge] might be described in tewhs very small number of easily
measurable dimensions” (1996: 37). He distinguidiet®veen size and organization. It
is important to point out that these two dimensidsnot refer to individual words,
which is what occurs with the previously mentionegkonomy and continuum
perspectives. He goes beyond the idea of vocabwdaryhe sum of the speaker’s
knowledge of items.

Meara states that vocabulary should be conceivedtenims of Lexical
Competence or the ability to use words, which fiestito a qualitative change in the
concept of vocabulary in comparison to the taxomairand continuum-like approaches.
Nonetheless, he does not forget the quantitatike sf vocabulary, as size is one of the
two dimensions in his model. Size refers to the panof words a learner knows. Meara
states that this dimension is the most importaet when dealing with small lexicons,
which he considers to be below 5,000 or 6,000 words

However, the size dimension presents two drawbaEkst, there is lack of
agreement in the definition of the unit of countifigis is translated as a high degree of
heterogeneity and contradiction found in the rasaftvocabulary size studies. Second,

there is a problem of practicality in measuringsas it is defined here. Put another way,
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a learner who has studied a second/foreign langé@mgseveral years is expected to
handle between 2,000 and 3,000 words. Random dartycselections and tests based on
frequency levels seem to be a possible solutiotigNd.983, 1990, 2001; Schmitt et al.
2001; Nation and Gu 2007). One of these testsai&/thT created by Nation (1990) (see
more about the VLT in the methodology section).

Nonetheless, there are two issues to take intoideraion with respect to these
testing methods. First, even at the lower levéks |eéarners’ vocabularies normally reach
200 to 400 words. Only ten percent of this ‘smaftiount of vocabulary would already
result in a test with 20 or 40 items. Second, nsestction methods in dictionaries are
somewhat biased. As for frequency, this is notathlg factor to take into consideration,
especially in contexts of foreign language learnihgis type of formal instruction is
normally based on coursebooks, which primarily @hyfunctionality (Alcaraz-Méarmol
2009). In this sense, many high-frequency wordsnatestudied by learners even after
several years of instruction. By contrast, many fosguency words are learned in the
early stages, as their functionality becomes pauainfmr basic communication.

Meara suggests checklists as a solution for trs# senount of words to be
assessed. In this type of test, learners haveytavkather they know a series of words or
not. This simple format makes it possible to teseey large number of items in a very
short period of time. Some studies (Mochida andridgion 2006; Meara 1992; Meara
and Buxton 1987) have shown that yes/no tests laterevell with other formats such as
multiple choice or translation.

However, we do not know to what extent these tetseliable, especially with
children or low-level learners. In other words, whest-takers have a low level of the
foreign language they may confuse similar forms. iRstance, the wordeouseand
horseare very similar in their spelling. Even thoughytheave nothing to do with each
other in terms of meaning, some low level studemay say they know the wolttbrse
when they actually meahouse They may not have yet acquired the ability to
distinguish between two very similar forms, suchnethis case.

Organization is the second dimension in Meara’s ehothis dimension takes
over from size as the learner’s lexicon grows. Qizgtion refers to the associations
among words which form the network in which thelé&icon is distributed. The degree
of organization in the lexicon is determined by tmember of connections among

members of the lexicon. Meara states that it iS‘tbanections [which] precisely
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distinguish true vocabulary from a mere list of d&r(Meara 1996: 48). Moreover, he
adds that those with better organized lexiconshatter performers than those with
bigger but largely unstructured lexicons.

Nonetheless, Nation warns that language use i®migtassociationally driven,
but, more basically, meaning driven (Nation 200Xerefore, and far from discounting
the value of organization, it seems that vocabufarg is primarily paramount in L2
vocabulary acquisition over other aspects suchoaseactions, and it is quantity rather
than quality that we should first expect from lesam As Meara himself recognizes, “all
other things being equal, learners with big vocabes are more proficient in a wide

range of language skills” (Meara 1996: 37).

2.3.4.3. Henriksen (1999)

Henriksen also conceives vocabulary knowledge esnapetence built around a three-
pronged perspective: partial-precise, depth andeptaec-productive knowledge.
Regarding the partial-precise dimension, lexicalowiedge is understood as a
continuum whereby knowledge is operationalizediff¢r@nt levels of understanding or
comprehension. This continuum comprehends knowlé&age initial word recognition
to rough vagueness through to fine-grained disbnstof meaning.

As for depth, she distinguishes between two typlesvord connections in a
network: syntagmatic and paradigmatic. The formstaldishes a sequential or
collocational link between two words. In this sensevo words connected
syntagmatically are expected to belong to differamrd classes. A syntagmatic
relationship is established betwedog and bark. These two words belong to different
word classes and yet they appear clearly associddgd contrast, paradigmatic
relationships appear between words from the sa@®matical category. As such, they
can perform the same syntactic function within\gegisentence, bearing a hierarchical
connection to each other (Wolter 2006).

Paradigmatic connections can be classified into foain types: coordinates (cat
and bird); superordinates (cat and animal); sulbbatds (cat and Persian) and synonyms
(cat and feline). The hierarchical relationshipwviestn each pair differs in each case.
Coordinates share the same status in the hieraircthlye case of superordinates, one of
the words is more specific than the other, one géiyperonim (animal) and the other

one hyponim (cat). The opposite situation occusuinordinates, where it is the first
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term (cat) which includes the second one (Perskinally, the fourth type of link is the
one between synonyms, where a close semanticaredhip is found between them.

The author does not mention a third possible hiakwveen words, which are the
so-called clangs. Clangs rely on mere phonolodins between words regardless of
their semantic or syntactic basis, suchsiaser andmister or resister(Singleton 1999).
This type of association is more common in L2 begrs, especially at a young age.
Meara (1978) evinces this fact in his study witlriers of French as a Second
Language. The participants, who virtually had nolé2el, offered a surprisingly large
amount of clangs which considerably surpassed thmber of syntagmatic and
paradigmatic relationships. In a similar study, g#ane author (1982) discovered that
non-native speakers produce high proportions otagynatic and clang responses to
prompt words. Native speakers, on their part, prignaroduce paradigmatic responses.
In addition, it seems that higher proficiency leamtend to produce a higher amount of
paradigmatic relationships than lower proficientydents (Piper and Leicester 1980;
Soéderman 1993).

Association tasks are used to analyse these ((Bksidanus and Nienhuis 2001,
Meara and Fitzpatrick (2000). Learners are askeddntion the first word(s) that come
into their mind when seeing or hearing a prompimfoiThe answers provided are
considered indicative of the sort of relationshiye tstimulus word has with other
members of the learner’s mental lexicon.

The third and final dimension mentioned by Hereikss receptive-productive
vocabulary knowledge. This dimension will be addesekin detail in a later section. For
now, it is suffice to say that Henriksen associagegptive-productive knowledge with
control or accessibility to word knowledge, thathew well the learner can access and
use a word.

To summarize, although we have distinguished batw&ord Knowledge and
Lexical Competence, the boundary between them risgeble. Figure [1] shows the
different vocabulary conceptions which are deathvim the present chapter. In a sense,
Lexical Competence seems to feed off Word Knowledge vice versa. In addition,
more accurate measures to assess lexical competenoecessary. Meanwhile, it seems
that Word Knowledge is more widely accepted fromL2 vocabulary research

standpoint, if only because of tradition.
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Vocabulary
Knowledge
1 1
Word Lexical
Knowledge Competence
| | | |
Taxonomy Continuum Breadth Size * Partial-Precise
and and * Depth
Depth Organization *Receptive-Productive

Fig [1] Vocabulary Knowledge: conceptions

2.3.5.Vocabulary Knowledge and the Receptive-Productiira@hsion

The Receptive-Productive dimension is present icalkalary knowledge both as WK
and LC. In one way or another, the two perspectaresbased in part on Receptive-
Productive vocabulary knowledge, hereafter refene@das RPVK. For this reason,
dimension will be addressed in a separate section.

2.3.5.1. The nature of Receptive-Productive voaylknowledge

The termsReceptiveand Productiveare not specific to vocabulary research. They have
been widely used in other fields such as Psychotogyhen referring to non-linguistic
abilities. As with other constructs within the fiedf L2 vocabulary acquisition, different
labels have been used to refer to RPVK. Among thantan find Recall-Recognition
(Jones 2004; Zareva 2005; Barrow et al. 1999; B&r@003, 2004; Hulstijn, Hollander
and Greidanus 1996) and Active-Passive (Laufer 1998 fer and Paribakht 1998;
Corson 1995; Meara 1990, 2005), despite the Ilegion$ studies

on them. Maybe this is due to the bewildering ugrigf contexts where Receptive and

Productive concepts can be found that have raesy llefined:

“One major hurdle that the researcher interesteRleiceptive and Productive vocabulary
must overcome and tiptoe through is the definitidescription and categorisation of these

notions we have come to blithely accept as ‘givRarely do we see researchers or theorists

a7



Chapter 2

working within pedagogy or language acquisition dewn the nitty-gritty of what is actually
meant by Receptive vocabulary and by Productiveabolary or even the relationship between
the two” (Waring 1997: 1).

Getting down thenitty-gritty of RPVK is beyond the aim of the present
discussion. What is afforded here is a bird’s ei@vvof this dimension. Read (2000)
holds that RPVK has been conceived from many differviewpoints and has not
always been defined in the same way. In this stwdy will adopt the three-pronged
approach proposed by Mondria and Wiersma (20048sdlauthors describe the RPVK
dimension in terms of learning, knowledge and mgstiThese three threads present
RPVK as process, product and evidence of the ptoduc

RPVK as a process involves the act of learning niesaning of a L2 word
(receptive), coupled with learning to express aceph by means of a L2 word
(productive). In this sense, RPVK can be understmodkills or associations. Regarding
the former, Nation holds that

“Receptive knowledge involves perceiving the formaofvord while listening or reading and
retrieving its meaning. Productive knowledge inedwvanting to express a meaning through speaking or

writing and retrieving and producing the approgriapoken and written word fofm(Nation 2001: 24-

25).

As for the latter, it is important to highlight thaeceptive and productive
knowledge represent different associations. Mea®9() states that whilst productive
knowledge of a word is activated through a linkhaather words, receptive knowledge
needs the form of an item to be activated. Undeansfs view, RPVK is built upon an
association process, where the learner's mentadexdevelops on the basis of different
word connections.

The identification of RPVK as a product ties inlmwforson’s idea of vocabulary
knowledge as use. He maintains that receptive adymtive vocabulary knowledge is
not always necessarily linked to proficiency buuse. It is the product that determines
whether knowledge is receptive or productive. Fhdtlaer way, even if the degree of
knowledge of a word is really high, if this wordniever used by the learner it will never
become part of his or her productive vocabularywdedge. An illustrative example of
this are the English speakers and the Graeco-katiabulary. This kind of vocabulary

is calledlearned vocabularyand it normally belongs to low-frequency levdlkis
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learned vocabulary is found in academic areas aadedicine, Literature, Linguistics
and the Arts, among others. Speakers may know aelearned words but may never
use them, perhaps because the opportunity has mpegsented itself. In this case,
Corson talks about receptive vocabulary insteadrofluctive vocabulary even though
words are very well known by the learner.

The last idea in Mondria and Wiersma’'s propos&rseto RPVK evidence.
Authors use different tasks in order to evince tiipe of vocabulary knowledge
discerned by learners. Laufer (1998) and Laufer &adibakht (1998) opt for a
functional perspective when adapting the definitadnrRPVK to the tasks at hand. In
both cases, the labels Receptive-Productive ataaeg by Passive-Active. In line with
the other definitions, passive here is about undeding the most frequent meaning of a
word. Moreover, they go beyond the active labelfloyher dividing it into Controlled
and Free. The former consists of providing the aeedll of the word, whereas the latter
involves the spontaneous use of a word in a comfexérated by the user in response to
a writing assignment. According to the authorss fine-tuned distinction is more real-
life than the dichotomy which is normally used. fs¢ as communicative aims are
concerned, understanding what others say may beredvby passive knowledge.
Controlled active is appropriate when the speak@rompted to use a specific L2 term.
Lastly, free active knowledge is identified where tepeaker uses a term without
previous stimulation.

Some authors such as Nation (2001) argue agaiesish of the Passive-Active
terminology. Admittedly, these labels may sometineasl to confusion. In fact, Passive
seems to imply that the recipient of the input omgeives information. By contrast, it
has been observed that learners are also active thibg are exposed to information, as
they try to produce meaning when reading or listgnAnother important shortcoming
regarding these terms is their application to d#ife tests. For instance, is L2-L1
translation an example of a passive or active t8stimitt (1998) argues that this test
provides evidence of active knowledge.

Waring (1997), on the other hand, states that bhslation is related to the
recognition of the word, in that this type of adyivmeasures passive knowledge. In
turn, Laufer et al. (2004) suggest modifying bolle thumber and the label of the
constructs. They propose four types of vocabulagvnkedge based on two dichotomous

distinctions: recall-recognition and passive-actiiee combination of these terms
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results in four categories: a) Active recall, whiotnsists of supplying the L2 target
word; b) Passive recall, which involves understagdihe meaning of the L2 word
presented in context; c) Active recognition, whithnds for selecting the target word
from four options; and d) Passive recognition, wheoncerns selecting the meaning of
the target word from four options. The aim of Laué& al.’s study was to find out
whether there were differences among the outcormdkeofour types of vocabulary
knowledge. Active and passive recognition seemeaktindistinguishable, in that only
three levels were really identified and operatia®al: active recall, passive recall, and
recognition only. These results dovetail nicelynaptrevious results in Laufer (1998) and
Laufer and Paribakht (1998), where three typesRWR were also detected.

Regardless of terminology and subdivision, the Itesaf the studies above
coincide with the idea that the learning difficutifproductive knowledge is higher than
that of receptive knowledge. Ellis and Beaton ()98f8er two possible explanations.
The first one, of a quantitative nature, links feag difficulty to the amount of
knowledge to be processed. Productive knowledgeuinesy familiarization with
completely new information — which the learner wilhve to be able to recall.
Conversely, receptive knowledge only requires phmiformation of that concept.

The second explanation has a qualitative basistelles on the types of
associations of a new L2 item in the mental lexidéspecially at low levels a new L2
word hardly has any relationship with other L2 wsyréhs L2 words are not highly
integrated, given that their links are not veryosg. By contrast, L1 connections are
strong and provide native speakers with “a richidaixknowledge network that can be
drawn upon, during lexical inferencing, to integranhformation across and within
sentences and to generate accurate syntactic andnge inferences about words”
(Nassaji 2006: 398). Thus, initial links in the lL2arner’s lexicon are established
between the L2 word and its L1 equivalent (Jian@@0The L2 word will then be
expected to integrate into the L2 lexicon. Howevbe L2 word frequently becomes
fossilized at that stage. As a consequence, ataélss L2 word (productive knowledge)
becomes more difficult than access to the recepinsviedge of that L2 word.

A third possible explanation for the higher diffitguof productive over receptive
knowledge possibly lies in the tests which measaeh of them. Waring and Takaki
(2003: 133) state that “the type of test that ieced will have a great bearing on the

apparent results”. Receptive and Productive tegtirements are closely related to the
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definition provided on these two types of vocabylnowledge. Generally speaking,
productive tests present more difficult requirersenin fact, “while a decreased
receptive knowledge may still be sufficient for ses on a receptive test, a decreased
productive knowledge may be insufficient for susces a productive test” (Mondria
and Wiersma 2004: 97).

Furthermore, tests show that productive knowledggimes faster than receptive
knowledge (Waring 1997; Mondria and Wiersma 2004)s may be due to the higher
accuracy required by productive tests. Nonetheleseems to be not only a question of
testing but also of information processidMpcabulary retention may be higher or lower
depending on the task involved in the learning essqHulstijn and Laufer 2001). This
idea is known as the Involvement Load Hypothedi$i)l It states that the more the
learner is involved in the task, the greater thgrele of vocabulary retention. Different
tasks are characterized by their high or low degfeevolvement for the learner. In this
regard, a reading task followed by questions insgdidnigher degree of involvement than
a mere reading task; but, at the same time, thadorequires less involvement than a
writing task where words are used in free stylecakding to the ILH, it is the writing
task which will lead to better vocabulary retention

Studies like the ones discussed above make usewramdether the Receptive-
Productive dichotomy exists as such. On the onalhtrere does not seem to be a
consensus on the definition of these constructiescan be understood from different
perspectives. On the other hand, further distinstican be made within the RPVK
dimension — which makes the situation more complExese observations lead to

warrant further investigation on the issue.

2.3.5.2. Interaction between Receptive and Prodeactocabulary knowledge
Questions about the relationship between Recepéiad Productive vocabulary
knowledge, hereafter referred to as RVK and PVKjehlaeen dominated by two main
issues: the distance between the two types of ledyd, and the question of whether
RVK and PVK belong to the same or different sediwithin the cognitive system.
Regarding distance, after many years of RPVK irebefremains unclear which
kind of gap exists — if it does indeed exist — mw RVK and PVK. The results of
studies carried out on this issue can be classifieal three categories. The first one

reveals a large gap between RVK and PVK. The segomap of results points towards
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a balance between RVK and PVK, stating that the gapery small, or almost
imperceptible. There is the assumption in these dgvwoups that regardless of the gap
size, RVK is greater than PVK. However, we can femme specific situations which
question the almost fixed idea that RVK is alwapsng to be higher than PVK. The
third category of studies highlights the instapildf the RPVK distance, which may
increase or decrease under certain circumstances.

Going back to the first group, studies showingaiayeé gap between RVK and
PVK have a relatively long tradition. The most et works for this discussion range
from the beginning of the 20th century to the pn¢skay. As stated above, all of them
share the idea that the amount of RVK is considgrabperior to PVK. Yet, these
studies differ in aim and scope. The first two s#gdabout this issue appeared towards
the end of the first quarter of the 20th centurizqe3e were carried out by Stoddard
(1929) and Morgan and Oberdeck (1930). Stoddamdei$ known for his pioneering
attention to L2 vocabulary acquisition, standing aa a model for early vocabulary
works. His subjects were American youngsters wittemy previous knowledge of the
L2 they would be tested on afterwards. The vocapulalidity of this study was
questioned, the reason being that only memorytglaind not vocabulary ability was
tested. Morgan and Oberdeck were responsible éofittst study that centred directly on
the gap between RPVK. Its relevance comes dowrhéorelatively high number of
participants involved and the amount of words tési total of 177 native English
speakers attending university were tested on 50tn&® words. Both studies showed
that RVK doubled, and in some cases RVK almosketip

We now move on to the nineties, which was a prodeicdecade for vocabulary
studies. Many of them contributed towards our usideding of the RPVK dimension.
We need to highlight the contributions made by keaf1998) and Laufer and Paribakht
(1998). Both studies are in line with the previames showing that RVK is far larger
than PVK. Laufer (1998) observed how Israeli highaol students of English doubled
their RVK over a one year period, whereas their R&gged behind, increasing by only
50%. Similarly, results in Laufer and Paribakht 489 also reflected a significantly
larger RVK.

Questions about this issue were still being debgt@ng into the 21st century.
The studies of Schneider et.al (2002), in particidee worthy of special mention. They

focused on learners with very little experiencéhiir foreign language. Unsurprisingly,
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it was also observed that receptive results wegaifgiantly higher than productive
ones. Schneider et al. presented a new developm#ntespect to previous studies. In
addition to the immediate tests, they delivered d@glayed retention test for each type of
knowledge. Not only did the delayed tests show thatRPVK gap was maintained, but
it also showed how part of the PVK had diminishadreasing the gap even more.

The group of studies which show a small gap betvi®eK and PVK are far less
numerous, though their results are of considersigl@ficance. Annen (1933), Seashore
and Eckerson (1940) and Takala (1984) share the tldat most receptively known
vocabulary is also productively known. These thitadies reveal a degree of
coincidence in RVK and PVK between 92-95%. In kit cases the participants were
children, which makes them fairly comparable. Yeé&re is a fundamental point which
distinguishes Takala from the other two studiese Thfference is that Annen and
Seashore and Eckerson focus on L1 whereas Takalls agth L2. A possible
explanation for Takala’'s results is found in Ringb@1984). He holds that “if the
learning has been thorough enough, the knowledgetstes cannot only be activated
by incoming data, but also be self-activated fadoiction” (1984: 63). In other words,
the participants in Takala’s study made an explaffort to learn vocabulary both
receptively and productively.

However, Waring (1997) warns about some weakneissdakala’s research.
First, Waring notices “uneven distribution betwabe number of Active and Passive
items” (Waring 1997: 18). In more specific terms, average, 37 words were tested
productively versus only 4 words receptively. Tsignificant divergence increases error
probabilities in RVK. A second pitfall in Takala'sesearch involves a lack of
information about the words tested. It is not clsam the study whether these words
came from the students’ coursebook or whether Englocabulary acquired outside the
classroom was included as well.

Thus, so far, we have presented the gap as somge#tatic and somewhat
independent from the learning situation. Yet, tla@ gnay increase or decrease under
certain circumstances, hinging on the learner'sufea (Clark 1993). Many studies that
focus on the differences between RVK and PVK hawelved children (Annen 1933;
Stalnaker and Kurath 1935; Smith and Prescot 1$&3shore and Eckerson 1940;

Takala 1984). In these cases, the overlap betwdghaRd PVK was almost complete.
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Some recent studies show that the RPVK gap chamgeshe learner’'s
proficiency develops, that is, the higher the leamproficiency, the greater the distance
between receptive and productive vocabulary knogded.aufer and Paribakht (1998)
showed that their participants’ vocabulary size laadeffect on their receptive and
productive vocabulary knowledge. Those with a greacabulary size presented a
higher RPVK gap than those whose vocabulary sizelower.

These authors also found that the learning contemthether EFL or ESL —
together with the length of stay in the foreign vy may widen the gap for RVK. In
fact, the distance between receptive and producta@abulary was greater in EFL
students with 74%, whilst it did not reach 58% i8LEstudents. Indeed, length seemed
to have a widening effect: the longer the stayhe foreign country, the shorter the
distance between the two types of knowledge.

As for all the studies mentioned above, there setenie the implicit belief that
Receptive vocabulary knowledge is always highernthroductive vocabulary
knowledge. Thus, it is common sense, almost injtio think this way. If we were to
analyse our own experiences as L2 learners, wednod that not everything we can
understand can also be produced. This notion has benfirmed by a large number of
studies (Schuyten 1906; Aitchinson 1987; Griffidadarley 1996). Yet, we can find
situations where a learner may produce somethintpenL2 without having heard it
before. For instance, the wosdippositionmay not have ever been heard by a learner
whose L1 is Spanish.

Nonetheless, in the need to use it, the learner imantively produce a form
which, according to the rules of English, coinciagth the L2 word. Another case is
that in which the accent or even the pace of dismprevent the learners from
discerning the message, even though they are @pi®dluce it.

As far as the cognitive system is concerned, Mda896) states that the
relationship between a word and the rest of thedwan the mental lexicon is partly
determined by the kind of knowledge the learnerdfafat word, whether receptive or
productive. Behind this idea there is the assumptitat RVK may be qualitatively
different from the PVK. Results in Mondria and Wiera (2004) can also be interpreted
as having confirmed this tenet. Theirs was an gitebm corroborate th€ombination
Hypothesiswhich states that learning a L2 word both resgbyiand productively has a

greater effect on RVK than only learning a wordeggosely. Unexpectedly, the results
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were not in line with this idea. No significant féifences were found among those
participants who only learned vocabulary recepyiald those who acquired vocabulary
by combining receptive and productive learning. Wihanore, some of the participants
who only learned the receptive way performed bettan everyone else. In light of
these results, we can think of RVK and PVK as pantain different parts of the
cognitive system.

Contrary to Mondria and Wiersma (2004), other arghuphold that RVK and
PVK are in the same part of the cognitive systeral\{®yev 1963; Lovell and Dixon
1967). Nonetheless, there seems to be some disagmeas to the kind of relationship
between the two types of knowledge. Belyayev (19%83) Lovell and Dixon (1967)
identify different cognitive phases within a comtinm, among which we can find
imitation, reproduction, comprehension, assimilatemd production. The first phase,
imitation, is defined by Lovell and Dixon as a “peptual-motor skill that does not work
through the meaning system to any great degree67(185). The second stage,
reproduction, implies an active reconstitution dfatvhas been read or heard (Belyayev
1963). Although reconstruction is given, knowledagaot assimilated, which means that
learning is not yet possible. The RPVK appears igitpl as an ordered process where

acquisition begins with imitation until eventuadyriving at production (see figure [2]).

Imitation reproduction comprel®n assimilation production

Figure [2] RPVK as a continuum

However, we should not think that receptive vodalyu knowledge develops
completely before productive knowledge has evenubey develop. It seems more
appropriate to consider RPVK as two partially oapping areas within the general
cognitive system of the learner (see figure [3}¢nEk, studies have shown that the two

types of knowledge may end up complementing eabbrofThat is to say, receptive
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learning leads to some productive knowledge and varsa (Griffin and Harley 1996;
Waring 1997). This fact runs counter to the ideavjmusly suggested that this
dimension constitutes an ordered continuum. What may find instead are two
interacting areas which usually develop at the same but at different rates, located in
the same system and used by the learner accoalimg br her needs and circumstances
(Melka 1997).

Productive

Receptive \

Figure [3] Receptive-Productive Vocabulary Knowledts overlapping areas

Despite the plethora of studies about vocabulaigwkedge, there is something
which is seldom mentioned: the instability of knedde. As it has been stated above,
the acquisition of receptive and productive knowkedoes not follow a straight line and
is not one-dimensional. Accordingly, we could comepdhe formation of lexical
knowledge with atomic behaviour. For example, ttoeréc nucleus would correspond to
the core knowledge (the well-known information attg established in the mental
lexicon). On its part, knowledge that is unstahienat fully integrated is similar to the
electrons moving backwards and forwards from theleus, as the unstable lexical

knowledge is still potentially easy to forget iretbhort and mid-term.

2.4. Conclusion

The present chapter has dealt with two construdiéctw are paramount for L2
vocabulary research: word and word knowledge. ®@ylgletermining what is meant by
these two terms will we be able to reach solid agons in the field of L2 vocabulary.
The first part of the chapter has shown the diffies, gaps, ambiguities and
irregularities in the definition ofvord. A functional approach to the word as the most
adequate perspective to adopt nowadays has beposgch The second part of the
chapter has focused on word knowledge.
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The two main trends dominating this issue havegutesl significant drawbacks.
These two approaches are implicitly based on theegeve and Productive skills. It is
this line of study which has been developed thetntbgs having a considerable impact
on most L2 vocabulary research. After the presesdudsion, the statemesite knows
that word should be fine-tuned by clarifying the unit of gtiication and the type of

word knowledge he or she actually knows.
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Chapter 3
L2 Vocabulary Size and Rate
of Acquisition: Prescription,

Description and Factors

3.1.Introduction
The fact that L2 vocabulary research is multi-fadatnakes it difficult to bring together
the many branches explored in order to achievegardowhole. However, the positive
side of not having a single path to follow is th#&ention can be specifically focused on
the aspects which are considered relevant for agpgse. In this sense, the chapter is
divided into three main parts. The first part, whis entitledPrescription concerns
what EFL students should learn as regards L2 vdaahunamely how many and which
words are to be introduced. The coursebook anduhdéculum play an important role,
as they are normally the “containers” of the inp@tstudents are exposed to and the
reference guides for resource designers and teacher

The second part of the chapter focuses on studmmital2 vocabulary
knowledge and acquisition. This section deals watith vocabulary size and rate of
acquisition in students of different nationalitiésyels of proficiency, and under several
learning conditions. The third and final part disees the possible factors which can

potentially affect L2 vocabulary acquisition.

3.2. Prescription

3.2.1. Quantity and quality in vocabulary selectiolThe criteria of frequency,
distribution and functionality

The selection of appropriate vocabulary and itaragement is one of the main issues in

L2 vocabulary teaching. This field should take intmsideration two principles. The
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first one points towards having realistic expectadi about what learners can and cannot
learn. The second one focuses on the learnersigeofd their lexical needs.

Regarding expectations, it is estimated that thgli§imlanguage contains around
54,000 word families (Webster 1963). Zechmeisterlet(1995) carried out a study
where it was observed that educated native speaeEnglish knew around 17,000
word families. This is approximately one third dfetwhole set. What is more, the
authors warned that they might have overestimdtedspeakers’ vocabulary size given
that they worked with word families.

Two years later, Nation and Waring (1997) offerednare optimistic result.
Their estimations about the vocabulary size ofwveatpeakers of English came to
around 20,000 word families. Although this is higtiean that presented by Zechmeister
et al. (1995), it does not reach 50% of the totahber of units in the English language.

These figures are far more realistic than previestmations such as that of
Miller and Gildea (1987) where it is claimed thatiwe speakers of English had a good
command of, on average, 80,000 lemmas, or Dillé&78) who calculated that native
speakers knew an overwhelming amount of 216,000igfnlpmmas. The fact that the
unit of counting is the lemma and not the word fgraould explain these high amounts,
but there is still serious uncertainty as to whethese results are actually realistic.

Nonetheless, even the lowest estimations for eatpeakers might be too much
to expect of the average learner. There are twa measons why trying to match a
native speaker in terms of vocabulary size, ingpie, is not a realistic aim for a L2
learner. First, Nation and Waring (1997) believatithe capacity of lexical acquisition
for an average L2 learner is around 5,000 word lfemiSecond, a L2 learner does not
normally need 17,000 or 20,000 word families to ommicate. In order to establish
communication, a learner requires far less vocapula

As for the learner’'s profile, it is an extremelgneplicated task trying to find a
common core vocabulary for the whole learner comtguifhe English language has
managed to become the world language, the linguncé of international
communication between speakers of different langsayVvhat is more, English is an
international language in business and music, anaihgr fields. This has been an
influencing factor in the diversification of the @ish learners’ profiles to the point that
we can say with a considerable degree of confidératethere are as many learner types

as reasons for why people learn a L2.
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Yet, it would be quite unpractical to identify lears’ profiles individually. For
this reason, we suggest classifying them into tnaath categories: ‘standard’ learners
and ‘specialized’ learners. Both groups are famfrbomogeneous, although their
members share some general features which indidatdn category they should belong
to. On the one hand, the category of ‘standardinlea can be defined as a group
studying the L2 in order to communicate on a b#siel with native speakers of that
language. Sometimes, but not always, ‘standardhéga study the language in a formal
context as part of their academic curriculum.

The ‘standard’ learner category includes, for ins&g people who learn English
because they want to travel abroad or the typicfi Bchool student who just wants to
pass his/her English exam at the end of the yedist &f survival expressions, numbers
and WH questions would probably be enough for tdienér. As for the latter, studying
the linguistic contents that will appear in the mxaould be suffice. The occasional
traveller and the high school student are just éwamples of the ‘standard’ category.
Nonetheless, there may be ‘standard’ learners wdem rmore than a list of survival
words. They want to be able to hold a basic comtens with a native speaker. In this
case, numbers and WH particles alone are not neadygh.

Within the specialized group of students we cad &8P (English for Specific
Purposes) learners such as doctors, lawyers, argin@urnalists and economists. In
addition to a set of basic words, they need speaibicabulary pertaining to their
particular area of specialization. ESP learnersnadly approach specialized vocabulary
receptively. Put another way, the aim of doctorgjimeers and lawyers is to be able to
understand, that is, to obtain information fromtten or oral sources. Rather than
integral communication, their goal is in line withhose who used to read the classics
according to the Grammar Translation Method.

English Studies students, on their part, can bBés@onsidered specialists. They
are potential experts in the Second Language, amukt likely, future teachers.
Accordingly, not only must they be able to talkinglish, but they must also be able to
talk about English. In this sense, they are expected to sgpiteemselves in English as
well as show some metalinguistic knowledge.

The need for quantitative and qualitative vocatyukelection reflects the idea
that “in terms of usefulness, all words are noated equal” (Nation and Gu 2007: 20).

Here, communicative usefulness is understood bwdiieors as the degree of
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practicality for communicative interrelation. In i and Gu’s words, “vocabulary that
gives the greatest reward is that which occurs wéign and which relates to areas of
language use that are relevant for the learneratiN and Gu 2007: 20). This is why
usefulness — and, consequently, vocabulary sefeetitave been determined in terms of
three criteria: frequency, distribution and funotdty. It should be pointed out that
these three areas might not be the only oneshkytdre considered the most important

aspects for vocabulary selection.

3.2.1.1. Frequency and distribution

Frequency is behind one of the most important pdng attempts of vocabulary
selection in the 20th century, known as @anegie Reporthereafter referred to as CR
(Palmer et al. 1936). This project is part of tecabulary Control Movement
research trend based on the systematic selectisacabulary. The rationale of the CR
is the unfeasible task which the learner is facéti:wo acquire all or most words in a
second language. This attempt to delimit the arduask of vocabulary learning stood
out because acquiring the whole set of vocabulaiy language was considered simply
unrealistic (Schmitt 2000), even for a native speakhe authors of th€arnegie
Reportpropose general frequency — or the number of temesrd occurs in discourse —
as the main criterion for vocabulary selection.tkRemmore, the founders of this project

also mention six additional secondary criteria. Sehare listed and explicated in table

[8].
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Criteria [Hanation
Structural All structural words — otherwise known as functibwards — have to be included in core
value vocabulary. They comprise pronouns, articles aeggsitions.

Universality Words should be avoided that causeeskimd of regional offence

Subjectrange  Items should have the greatest rangeis, they should be able to fit in a wide eyi
of texts. In this sense, non-specialist items aeéepred.

Definition These words fall within the so-called ‘Proceduralcebulary’ category. These types of

words words are typically used in paraphrases and exptarsa (Robinson 1988). For this
reason McCarthy (1990) attributes them high indexmotential. McCarthy gives the
examples of the words ‘type’ and ‘instrument’, whibave a much higher indexical
potential than ‘*hydrometer’. These words are coersidly useful in cases where the

learner has no access to the exact word, whicthisthey should be given priority over

others.
Word Words which are the basis for new word forms ammemended as core vocabulary
building items.
capacity
Style Colloquial or slang vocabulary is excludeaitrthe list. As neutral a style as possible is
pursued.

Table [8] Criteria for vocabulary selection accoglio the Carnegie Report (1936)

Frequency is clearly the dominating factor in @&negie ReportEven the six
criteria presented above are, to some degree,edelad frequency. For instance,
structural (or functional) words are among the nfosguent in English, and therefore
must be learned. Along the same line, universdierathan specific use as well as
neutral-style words are essential to vocabulargnieg. These words are normally more
frequent in general discourse than specializedamgsterms, as their unmarked nature
allows them to appear in a wide range of texts.

Like any other selection criteria, those in the &R at optimizing the amount of
vocabulary learned by students. The idea is thagetwords which are most frequent in
a language provide the learner with the greatesinmonicative reward. In fact, Nation
observes that “when we look at texts our learneay hmave to read and conversations
that are like ones that they may be involved infiwe that a relatively small amount of
well-chosen vocabulary can allow learners to dota(Nation 2001: 9). It is expected
that a relatively limited but frequent vocabulatiows learners to express themselves
fairly well.
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The total that is accepted nowadays as the minintbrashold for basic
communication amounts to around 2,000 word famillégese families are not chosen at
random. They have to be among the most frequegemeral English discourse. Yet
Schmitt warns that “this will not enable a convéimaon every topic, and certainly not
an in-depth conversation on most topics” (Schnd@ 142). Admittedly, we have to
be realistic and recognize that this amount lirthissspeaker in some respects.

However, despite limitations, Schmitt goes on tptbat the 2,000 most frequent
word families “should still allow satisfying intestions with native speakers on topics
focusing on everyday events and activities” (ibidndeed, it has been observed that
knowing the 1,000 most frequent words in generagligh familiarizes the learner with
78% of the words in general, non-specialized tékiation 2001). What is more, the
addition of the second 1,000 most frequent wordsegses understanding up to 84%
(ibid.).

However, understanding 78% or 84% of the word$entext is not tantamount
to understanding 78% or 84% of that text (Natiod &u 2007). That is to say, if a text
of 100 words has twenty pronouns, forty articlesl aen prepositions, it is not
necessarily true that 70% of that text is undextop the reader. In fact, if the reader
ignores the meaning of the remaining 30 words,ethefittle chance they will get the
gist of that text. If the main idea of the texttts be understood, Francis and déwa
(1982) state that at least 84% of that text — winsctiifferent from 84% of the words in
the text — is necessary. However, more recent esudisagree with this calculation.
They point towards 95% (Laufer 1995) or even ng lbsin 98% (Nation 2001; Schmitt
1997) as the minimum requirement for the readerder to deal with the possible key
words which are unknown, and which are necessarg fgeneral understanding of the
text.

In some studies, the threshold of the learnersimmuum vocabulary size varies
from 2,000 word families to 3,000 or even 3,500 avimrms (Nation and Waring 1997).
Liu Na and Nation (1985) claimed that at least tfggire is required for reading
authentic texts. This change does not necessanyyia considerable increase in the
amount of vocabulary, but rather a change in theafrcounting adopted by scholars.
As detailed in the previous chapter, a word fanmtjudes several word forms, so 2,000

word families may be equivalent to some 3,500 worths.
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The minimum threshold of 2,000 to 3,000 word faeslstill leads to important
meaning gaps when addressing L2 texts. In ordewéocome these gaps it is estimated
that at least 5,000 word forms are required (Sy#drset al. 1994). What is more,
specialized groups of learners need an even lamgeunt. Those wanting to becoming
teachers need at least 9,000 (Nation and Gu 200&ven 10,000 word families
(Hazenberg and Hulstijn 1996; Pérez Basanta 199@dvthy 2007).

Given the results yielded by frequency studiesegms more than worthwhile to
devote time and effort to the 2,000 most frequeatds, so that basic communication
can be warranted (Nation and Hwang 1995; Nationl20d Nation’s words (2001),
“the high-frequency words of the language are tfeso important that considerable
time should be spent on them [...] Anything thatcteers and learners can do to make
sure they are learned is worth doing” (Nation 2Q14).

However, frequency should not be seen as a parfaceacabulary selection.
Despite its unquestionable relevance, relying ast jftequency lists as the basis for
vocabulary content in materials presents severlpms. One of the most noteworthy
weaknesses is the modest pedagogical usefulneBsqufency lists (Richards 1974).
Indeed, a considerable proportion of the most feeguvords are functional words,
namely determiners, pronouns and prepositions, twharording to McCarthy (1990)
are usually the most informationally empty wordseTabstractness of these types of
words makes it more difficult to teach and leasgpexially among younger students.

Another pedagogically weak feature is the way inclwhwords are arranged in
frequency lists. They are presented in alphabeticder. The possible semantic or
psychological association that may be establishmedng some of them is completely
accidental. From a pedagogical standpoint, McCaf2091) views vocabulary learning
as “sets of words which are semantically or psyatpcklly associated, regardless of
their difference in frequency of occurrence” (Mctgr 2001: 157). He gives the
example of the semantic field of clothes. Accordiaghe General Service List (West
1953) hat andskirt are among the 2,000 most frequent words, but ®thagch ageans
andtrousersare not. Nonetheless, the latter may even be papelar among learners
than the former. The four words differ in theirdteency levels, but they are normally
learned together. Their psychological links areorsger than their frequency

divergences. A similar case concerns fdegyg, fish, sausageandsaladare normally
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learned within the same set. However, not all anthare among the most frequent
words in English, hence they would not normallyegopn the same frequency list.

Frequency presents another important problem, wischhe heterogeneous
nature of corpora according to which frequencysleste drawn up. These lists constitute
the basis for vocabulary selection if frequencyase considered the main criterion.
Corpora designers use different sources from differorigins. What is more, it is
important to be cautious with our conclusions whemking with corpora and frequency
lists. That is to say, language is continuouslyngirag. Not only do new terms
frequently appear, but also those which alreadgtesan change their position in the
lists. Their frequency level may increase or desgedue to sociological factors. For
instance, the General Service List does not conmpvords such asomputeror
Internet,which are nowadays among the most frequent temrgeneral discourse.

Given the present discussion, it seems that voaapsklection for L2 teaching
should not be exclusively based on frequency, las Stngle word-frequency list alone is
not sufficient and must be supplemented by psydicéd considerations” (McCarthy
2001: 157). In fact, if repetition is important, ®mw is the distribution of that repetition.
Studies by Bloom and Shuell (1981) and Dempste8{1L8how that spaced presentation
is much more effective than massed presentatione&tsal can be done through intense
or spaced exposure, but at the same time increéisenmtervals of exposure. Bahrick
and Phelps (1987) conducted a longitudinal studgre/5 individuals learned and
rehearsed 50 English-Spanish word pairs underifraht retaining technigues. One of
these conditions consisted of presenting the weixisimes in the same day. Another
condition consisted of administering seven retgjrgassions with 30-day intervals.

Results showed that the probability of retenticas significantly higher in the
second condition than in the first one. In a secendly by Bahrick et al. (1993),
participants had to learn six sets of 50 EnglistrEh or English-German word pairs.
Rehearsal was done at different intervals of 1402B6 days. Retention was tested for
1, 2, 3 or 5 years after training had been comgléest retention was registered when
words had been rehearsed within 56-day intervaslight of these results, we can
suggest that optimal retention will appear if nescabulary is initially rehearsed with
frequent intervals and with intervals gradually dmmg longer until they are

approximately one month apart.
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In addition to the relationship between time, rebaband acquisition, we have to
distinguish betweermaintenance rehearsahnd elaborative rehearsal The former
favours retention in the short-term memory wherdes latter promotes long-term
memory (Milton 2009). Put another way, maintenargtesarsal is related to priming an
existing representation. Elaborative rehearsal, doytrast, consists of triggering
connections between new information and informativeady known, and seems like a
better option for long-term retention. In this senassociation tests are seen nowadays
as a promising tool for measuring this kind of néten. The Lex30 (Meara and
Fitzpatrick 2000) is an association test which lage presenting a list of stimulus
words to the testees, who have to produce respooghsse stimuli. Vocabulary size is
considered greater, as responses are more rareproblem with association is that
there is the feeling that it is potentially verghj but it is difficult to know how to
exploit this richness. Zareva (2005: 560) statest tlassociative measures hold a
potential as valid measures of L2 learners’ lexikabwledge that need to be re-
examined in an assessment context”.

As is the case with frequency of occurrence, therao distribution schedule
which can accurately warrant L2 vocabulary acquisjtalthough the aforementioned
studies point towards favouring association andsren periods which should be

progressively longer as well as more systematic.

3.2.1.2. Functionality

As stated above, the learners’ communicative nebdsld be taken into consideration
when selecting vocabulary. It has been discussadrquency does not always seem to
fulfil those needs, and that a second main criteigoto be adopted for appropriate
lexical choice. At the same time that f@arnegie Reporvas being developed, another
project was evolving, namely thBasic Englishproject, created by the linguistic
psychologist Charles Kay Ogden. As in the casé@Carnegie Reportit too belonged

to theVocabulary Control Movementt was another attempt to establish a systematic
and established selection of vocabulary for L2heax: The rationale behind the project
is the same as that of tlgarnegie Reporta need to select the most adequate L2
vocabulary, given the unfeasible task of the L2rleato acquire all the vocabulary in a
language. Th&asic Englishproject aimed to limit “English vocabulary to thenimum

necessary for the clear statement of ideas” (S¢20@0: 15).
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We agree with Carter that at the core of OdgentsRichards’ proposals there is
the idea of “a communicative adequacy whereby, ab/greriphrastically, an adult’s
fundamental linguistic needs can be communicatéclirter 1987: 23). Thd3asic
Englishproject presents a list with 850 items. The bsbiganized according to the four
main word classes (nouns, verbs, adjectives andrbgyand it also contains functional
words such as pronouns and determiners. Theset&B8 are believed to be enough to
express any meaning with the help of paraphragig. to the limited number of words
in the list, verbs such askandwantwere not included, but they could be replaced by
others in the list.

Despite the advantages of lexical economy andhmdggical considerations, the
Basic Englishproject seems to present some problems. Thedirstis polysemy. It is
not very clear whether learners are expected tavkin® multiple meanings of each
word in the list or just the core meaning. It idireated that if the students were to
acquire both primary and secondary meanings aivaittls, the number of meanings to
learn would amount to 12,425 (Nation 1990). Theosdcand third problems are
discussed by Schmitt (2000). The author warns alibat unnatural situation of
communication which may result from using the lisis stated that words such ask
or wantcan be replaced by others suchpasg ‘a question tobr ‘have a desire’Yet this
does not sound natural at all; rather, it remingl®fumachine translation. In fact, Howatt
(1983) classifieBasic Englishas artificial language. Schmitt also states thanyn
words which are part of social formulae do not @pga the list, but they should be
learned by the students given their communicatalae

Drawbacks aside, this project highlights the ithes

“when selecting lexical items [...] criteria othkan frequency come into play. [...] Word frequeatyne
is not enough as there are many words which alh&ra [...] are almost sure to need even though doe

not occur very high up on frequency list&Schmitt 1997: 27Q)

Along this line, Allen (1983) mentions four mainegtions concerning aspects which

should be considered when selecting L2 vocabulargtiidents (see table [9]).
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L2 Vocabulary selection: issues to consider
1 Which words must students know in order to tdlkw people, things and events in the place where
they study and live?
Which words must the student know in order t@oesl to routine directions and commands?
Which words are required for certain classroopegiences?

Which words are needed in connection with thdestits’ particular academic interests?

Table [9] Criteria for selecting L2 vocabulary (& 1983)

According to Allen, lexical syllabi should be desggl on the basis of the four
questions outlined above. The author maintains ttieede questions seem to cover the
most important aspects concerning the learnerstishaemnsiderably well. The first
guestion regards those words which, once learnko\v dearners to put the new
language to use. The second and third questiorer ¢cbg learners’ needs when dealing
with the English lesson and expressions sucbpemn your book®r repeat after me
Finally, the fourth question focuses on those leegrwith special needs, that is, those
who need to use English for specific purposes.

White (1988) is another author interested in idginig the vocabulary that best
adapts to the learners’ communicative requiremehis. highlights three criteria:
availability, opportunism and centres of inter&@8ie first one is linked to those words
which, regardless of their degree of frequency,eayeally recurrent to native speakers
as other more frequent words. One illustrative gdanis that ofpepper This word
appears far fewer times thaalt in frequency lists. However, White claims tipapper
Is just as available asalt as bothsalt and pepper constitute a linguistic tandem.
Opportunism and centres of interest are more dyreelated to communicative priority.
Accordingly, words which are relevant to the leashémmediate situation, and those
which are of communicative interest to them, shdagdgrimarily presented.

In addition, White comments on other criteria whido not point directly to
functionality but can also contribute to the setatiprocess, namely learnability, range
and coverage. Learnability refers to words which aasier to learn, and therefore,
should come first. Regarding range, there are waitish appear in a variety of texts
and are not restricted to specific text types. érscbverage, those words which show a

high degree of neutrality should be given prioatser others which are more specific.
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For instancelook should be learned befopeepor glare which both refer to ways of
looking at something.

In conclusion, between 2,000 and 3,000 L2 words aansidered enough for
basic communication, but these words should nahlesen at random. There seem to be
two main criteria for their selection: frequencydannctionality. The problem however
is that they do not necessarily match, that is,daavhich are frequent are not always

equally functional and vice versa.

3.2.2. The curriculum and the coursebook from th& kocabulary perspective

3.2.2.1. Vocabulary and curriculum design: The Camnituropean Framework of
Reference for Languages and the Spanish CurricaliuElementary Education
Discussions about vocabulary and curricula can raweide spectrum of aspects. For
the purpose of this PhD thesis, we will focus oo twain areas: the Common European
Framework of Reference for Languages (CEFR) andganish Curriculum of Foreign
Languages in Primary Education. We will explore heacabulary is presented and
understood in these two documents.

The Common European Framework of Reference for Lagegs (hereafter
referred to as CEFR) was created by a committésuafpean experts on education. The
main aim of the CEFR is to provide a framework afngparison in the study and testing
of languages. Milton and Alexiou (2009) define thecument as something which
“brings order to the plethora of courses, exams andrds which learners can take”
(2009: 195). It is important to note that the CEBRot language specific. In theory, it
should allow direct comparison between learnerarsas and coursebooks in different
languages. As it is built upon skill-based criteragher than knowledge-based criteria, it
is flexible and highly inclusive. It is expectedathany coursebook or learner should be
able to find a place in the system:

“The approach adopted here, generally speakingniaction-oriented one in so far as it views
users and learners of a language primarily as as@gents’ i.e. members gbciety who have
tasks (not exclusively language-related) to accaghpin a given set otircumstances, in a
specific environment and within a particular fiedfl action. Whileacts of speech occur within
language activities, these activities form paraefidersocial context, which alone is able to give
them their full meaning. We speak of ‘tasks’so far as the actions are performed by one aemo
individuals strategically using theawn specific competences to achieve a given re¢GEFR
2001: 9).
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Hence, the CEFR is organized in terms of compe&redoth general and
communicative — which allow us to perform a sewédasks via linguistic and non-
linguistic means. At the same time, the general@mmunicative competences contain
a series of sub-competences. Within the generalpetences category we can find
general knowledge, general skills, existential cetapce and ability to learn. The
communicative competence category comprises threepenents: linguistic,
sociolinguistic and pragmatic. We will focus on thieguistic component, which
includes lexical, semantic, phonological, gramnadticorthographic and orthoepic
knowledge.

Vocabulary is mainly found in two categories: leticompetence and semantic
competence. The former is defined as the “knowledfeand ability to use, the
vocabulary of a language” (CEFR, p.111). Accordittg the CEFR, the lexical
competence category consists of lexical and gramalalements, among which we can
find fixed expressions and single word forms. Gitles approach adopted in the present
thesis, we will focus on the single word forms. ¥lmclude members of the open word
classes and also closed lexical sets such as didlys week. Vocabulary is also present
in what is called semantic competence, which deals “the learner’'s awareness and
control of the organization of meaning” (CEFR, 5L As we can see, these two
competences seem to cover the two vocabulary dioensnentioned by Meara: size
and organization (see more about what it meansdalka word in section 2.3).

However, the competence-based approach to landaagking and learning is a
double-edged sword. As stated above, its approbmivsaroom for flexibility, but this
flexibility also involves a certain degree of albstion and imprecision. The CEFR is
divided into three main levels: A, B and C. Eackielepresents two sub-stages of
knowledge (Al, A2, B1, B2, C1, C2) for each competeand sub-competence. Tables
[10] and [11] show how the CEFR views vocabulanygpess.

As can be observed, the CEFR presents lexical lauiyel as a series oadn-do
sentences which describe what learners are alale o each learning stage. Postulates
in table [10] (vocabulary range) talk about the mjitg of vocabulary that is required in
order to carry out certain actions. Table [11] aaghes vocabulary from a more
qualitative perspective. It focuses on differemoes and degrees of accuracy which
occur at different levels in vocabulary use. Fatamce, a level B1 learner has sufficient

vocabulary to talk about most topics related téheiseveryday life; however, he/she
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will still make major errors when talking about sf@ized topics beyond everyday life.

A low degree of accuracy is expected.

Cc2

C1

B2

Bl

A2

Al

VOCABULARY RANGE

Has a good command of a very broad lexical repegtoicluding idiomatic expressions and
colloquialisms; shows awareness of connotativel$esemeaning.

Has a good command of a broad lexical repertoitevaing gaps to be readily overcome with
circumlocutions; little obvious searching for expseéons or avoidance strategies. Good command of
idiomatic expressions and colloquialisms.

Has a good range of vocabulary for matters conreettehis/her field and most general topics. Can
vary formulation to avoid frequent repetition, beical gaps can still cause hesitation and
circumlocution.

Has a sufficient vocabulary to express him/herséth some circumlocutions on most topics
pertinent to his/her everyday life such as familgbbies and interests, work, travel, and current
events.

Has sufficient vocabulary to conduct routine, edanytransactions involving familiar situations and
topics.

Has a sufficient vocabulary for the expressionadib communicative needs.

Has a sufficient vocabulary for coping with simplevival needs.

Has a basic vocabulary repertoire of isolated womdsd phrases related to particular concrete
situations.

Table [10] Vocabulary range according to the CE&Wels

C2

C1

B2

Bl

A2

Al

VOCABULARY CONTROL
Consistently correct and appropriate use of vocahul
Occasional minor slips, but no significant vocabwlarrors.

Lexical accuracy is generally high, though somefesion and incorrect word choice does occur
without hindering communication.

Shows good control of elementary vocabulary butomajrors still occur when expressing more
complex thoughts or handling unfamiliar topics asitdiations.

Can control a narrow repertoire dealing with contaeveryday needs.

No descriptor available.

Table [11] Vocabulary Control according to the CHERels
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Moreover, the CEFR proposes different topics wisisbuld compose or make up
the linguistic competence in a language:

. personal identification

. house and home, environment
. daily life

. free time, entertainment

. travel

. relations with other people
. health and body care

. education

. shopping

10. food and drink

11. services

12. places

13. language

14. weather

OCoO~NO U WNE

However, the notions for each of these topics atespecified. In fact, the CEFR states
that it is the users of the document themselves shmuld decide about the specific
notions (word forms) which are to be dealt withtta different levels and within the

different topics:

“Users of the Framework may wish to consider anénetappropriate state:

« which lexical elements (fixed expressions angjlsinvord forms) the learner will need/be
equipped/be required to recognise and/or use;

» how they are selected and ordered”

(CEFR 2001: 112).

In an earlier version of the CEFR, the documenluhed vocabulary lists. These lists
were based on the Threshold Level materials (Vamitk Trim 1990) and some of the
Waystage materials (van Ek 1990). However, theyarknger included in more recent
versions of the document.

Given this situation, it is not unusual to find aphazard distribution of
vocabulary in foreign language materials. Afterlgsiag several Elementary education
EFL textbooks, Mancebo (2005) concluded that théerreds followed the guidelines
established by the CEFR except when it comes taludary. Nonetheless, the root of
the problem may not be the coursebook itself, et lack of specific information

presented by the CEFR on vocabulary.
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On the other hand, it is not our intention heradigcount the value of can-do
statements. Yet the can-do statements are notfispenpbugh and should go beyond
general statements. Put another way, nowadays uneestionable that both fixed
phrases and single forms are necessary in ordeato a foreign language. This is stated
by the CEFR. But what the document does leavesowhich phrases and which words
are to be learned.

Thus, although vocabulary is viewed as one ofuthéerpinnings of the CEFR
for foreign language learning, there are importavgaknesses which should be
addressed to make the document more concrete,caplgi and practical. The
vocabulary aspects which would require attenti@nthe following:

e Specific quantity of notions. In order to make tBEFR more tangible, Milton
and Alexiou (2009) support the idea that the CElBtesn can work, but an
introduction of a vocabulary size measure is neagss1 order to make the
document “more robust” (Milton and Alexiou 2009:121

» Specific quality of notions. The CEFR mentions gemantic fields that the
student should command, but there is no list caitgithe members of those
fields, that is, the specific notions to learn.

» Distribution of notions according to the three levestablished by the CEFR.
Providing a specification of notions is not enoughch level in particular should

outline the quantity and quality of notions.

Nevertheless, it is fair to say that the CEFR migbttbe the best place to provide the
specific notions. As its own name indicates, i&ifamework of reference with general
instructions to approach language teaching andhileg— not a curriculum. However,
the fact that the CEFR adopts a skill-based approdaes not necessarily mean that the
document has to refrain from considering the speabtions to be addressed at each
level.

What is more, if the CEFR is not the place to dyetie notions, then where is? If
consensus is to be reached in the field of langueaehing, some measures should be
taken in order to avoid haphazardness. One of timesessures could be a record of the
specific notions to be acquired by students. If@&-R is not the one to provide it, then

it would be beneficial for some other documentateton board these notions.
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We now turn our attention to the Spanish curriculoivElementary education.
The termcurriculumin the teaching and learning context should beetstdod as the set
of aims, basic skills, pedagogical approach anésassent criteria of a specific stage
(Stern 1983). It is important to clarify that a siie curriculum for foreign languages
does not exist in Spain. What we find is a sectlewoted to this issue at each stage of
compulsory education. For this reason it makes rsense to talk about the part of the
Elementary education curriculum concerning foreitanguages instead of the
curriculum for foreign languages.

Some institutions do present their own list of umdary. This is the case of the
Hong Kong Education Department in China and thectian Department of Andalucia
in Spain. These are not official lists but they aidely used as sources of reference for
coursebook designers or as guidelines for teachdh®se communities. However, they
are an exception to the norm, with the norm beieny different.

The Spanish curriculum does not present a pres@iprogramme of contents.
Similar to the CEFR, it is flexible and open, iméuwith the general pedagogical
principles established by experts and authoritié®.aThe EFL contents in the Spanish
curriculum are classified as conceptual, procedarad attitudinal. The conceptual
contents are defined as the linguistic aspectgdonl As for the procedural contents,
they refer to can-do statements, that is, whatestisdshould learn to do. Finally,
attitudinal contents concern the extralinguistipexss among which we can find, for
instance, respect towards other cultures. Accortbrthe definition of the three aspects,
it seems that vocabulary is mostly to be found agnttve conceptual contents. These
contents are distributed into four different blackke first and second blocks are mainly
composed of procedural contents; the third blocktaios mostly conceptual aspects,

whereas the fourth block deals with attitudinalestp (see table [12]).
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Bloque 1. Escuchar, hablar y conversar

- Escucha y comprension de mensajes orales degsiegrcomplejidad, como instrucciones o
explicaciones, interacciones orales dirigidas dacanes en soporte audiovisual e informatico para
extraer informacioén global y alguna especifica.

- Interaccién oral en situaciones reales o sim@atdmdo respuestas verbales y no verbales qua exija
eleccidn entre un repertorio limitado de posibilids, en contextos progresivamente menos dirigidos.
- Produccion de textos orales conocidos previammetiante la participacion activa en
representaciones, canciones, recitados, dramatizs;iinteracciones dirigidas... o bien preparados
mediante un trabajo previo con ayudas y modelostnanado interés por expresarse oralmente en
actividades individuales y de grupo.

- Desarrollo de estrategias basicas para apoygamtgrension y expresion oral: uso del contextoalisu
y no verbal y de los conocimientos previos sobtterah o la situacion transferidos desde las lenguas
gue conoce a la lengua extranjera.

- Valoracion de la lengua extranjera como instruimeara comunicarse.

Bloque 2. Leer y escribir

- Lectura y comprensién de diferentes textos, @ode papel y digital, adaptados a la competencia
linguistica del alumnado, para utilizar informacgiobal y especifica, en el desarrollo de una tarea
para disfrutar de la lectura.

- Uso guiado de estrategias de lectura (utilizad@tos elementos del contexto visual y de los
conocimientos previos sobre el tema o la situat#msferidos desde las lenguas que conoce),
identificando la informacién méas importante, deduado el significado de palabras y expresiones no
conocidas.

- Lectura y escritura de textos propios de situagsccotidianas proximas a la experiencia como
invitaciones, felicitaciones, notas, avisos, faltet.

- Composicion a partir de modelos, de diferentetesencillos, utilizando expresiones y frases muy
conocidas oralmente, para transmitir informaciéag diversas intenciones comunicativas.

- Utilizacion de las tecnologias de la informacjdla comunicacion para leer, escribir y transmitir
informacion.

- Interés por el cuidado y la presentacion dedatos escritos.

Bloque 3. Conocimiento de la lengua

Conocimientos linglisticos

- Identificacién de aspectos fonéticos, del rit@eentuacion y entonacion de la lengua extranjesia y
uso como aspectos fundamentales de la comprengitdyccion de breves textos orales.

- Reconocimiento y uso de Iéxico, formas y estmactibasicas propias de la lengua extranjera,
previamente utilizadas.

- Asociacion de grafia, pronunciacion y significadpartir de modelos escritos, expresiones orales
conocidas y establecimiento de relaciones anaiticafia-sonido.

- Iniciacion al conocimiento y uso de las estratsdiasicas de la produccién de textos (eleccién del
destinatario, propésito, planificacién, redacci@hlabrrador, revision del texto y version finalpartir
de modelos muy estructurados.

- Interés por utilizar la lengua extranjera de farcorrecta en situaciones variadas.

Reflexién sobre el aprendizaje

- Uso de habilidades y procedimientos como reg#tjanemorizacion, asociacion de palabras y
expresiones con elementos gestuales y visualesiaoson de modelos, lectura de textos, utilizacion
de soportes multimedia, para la adquisicién de mlg&xico, formas y estructuras de la lengua.

- Reflexion sobre el propio aprendizaje y aceptadél error como parte del proceso.

- Utilizacion progresiva de medios gréaficos de cttase informacion y de las posibilidades que arec
las tecnologias.

- Confianza en la propia capacidad para aprendetamgua extranjera y valoracion del trabajo
cooperativo.
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Bloque 4. Aspectos socio-culturales y conscientiercultural

- Interés por conocer informacidn sobre las persgria cultura de los paises donde se habla laiéeng
extranjera.

- Conocimiento de algunas similitudes y difereneiagas costumbres cotidianas y uso de las formas
basicas de relacion social entre los paises dantatda la lengua extranjera y el nuestro.

- Actitud receptiva hacia las personas que hakii@nl®engua y tienen una cultura diferente a la jrop

Table [12]BOE n° 293, pages 43092-93 (2006)

References to vocabulary mostly appear in blocks3his part is mainly devoted
to linguistic knowledge. What we discover aboutalmdary is a statement which reads:
“Reconocimiento y uso de Iéxico, formas y estruadubasicas propias de la lengua
extranjera, previamente utilizadas. [Recognitiod ase of vocabulary, forms and basic
structures which have been previously useB{¥H 2006: 43092-93)

The assessment criteria section seems to inclighelg more specification about
vocabulary. For the second cycle of Primary Edocatwe can find the following
statement: “Se evalla la capacidad de expresarsidades inmediatas como pedir
permiso, pedir en préstamo objetos cotidianos/i@aobjetos o personas, hablar sobre
el tiempo atmosférico o sobre gustos o habilidafgssessing the ability to express
immediate needs such as asking for permissionoworg everyday objects, finding
objects or people, talking about the weather, likesabilities] (Minimum Contents
Curriculum 2006: 96)

There is an attempt to specify certain semangicl$i which will be addressed at
this stage of compulsory education. For example,fiwe topics such as likes and
dislikes or the weather, but there is no mentiothefnotions which correspond to each
of these fields. This lack of specification is m&tkzed in a haphazard picture mirrored
by foreign language coursebooks. Accordingly, we easily find several coursebooks
which deal with the same foreign language and famushe same audience, but with
important vocabulary divergences both in quantieaind qualitative terms (more about
vocabulary and coursebooks in section 3.2.2.2).

3.2.2.2. Vocabulary and materials design: The cebo®k
Arguably, the textbodkis not the only source of vocabulary input forrfeas, but “for

many learners in foreign language settings it belithe principal source of the words

% The use of the words ‘coursebook’ and ‘textboskinterchangeable in this doctoral thesis.
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they learn” (Milton 2009: 159). Hence, coursebooén be considered sources for words
(Thornbury 2002) and can exert a great influencehenlearning process. When used
correctly, they constitute a useful tool for langedeachers. In fact, Jiménez Catalan
and Mancebo define textbooks as “containers of waleay input” (2008: 3). Materials
presumably mirror the syllabus and the curriculemsa— which, at the same time,
regulate L2 teaching. Sheldon (1988: 237) statas ‘the textbook is for a variety of
reasons an inevitable teaching partner [...] and/isible heart of a programme”. Given
its relevance in the foreign language classroom,téxtbook is expected to influence
what teachers teach and what learners learn (Mb@GQ2).

For this reason it is interesting to analyse the af vocabulary in textbooks,
how it has been addressed, and its current situa#iocabulary has always been present
in didactic materials, although the attention its h@ceived has waxed and waned
throughout the history of L2 teachinghe way vocabulary has been approached has
varied over time. We have seen a clear shift o§gesstive from the lists learners had to
rote-memorize in the Grammar-Translation Methodjai@s the use of vocabulary as a
mere support for linguistic structures in the Aulliilgual Method, then on to the
implicit treatment of vocabulary in the CommunigatMethod.

At present, vocabulary in textbooks is contextuaizn dialogues, narrations,
songs and other kinds of texts. Vocabulary inpunisgrated in text-based activities,
grammar explanations and task instructions (Thaynt002). The influence of the
Communicative Method on teaching nowadays is on¢éhefreasons why vocabulary
presentation adopts this format. This approachaget on the way L1 speakers acquire
their mother tongue. Exponents of the in-contexicpce (Brown et al. 1989; Watson
and Olson 1987; Nagy 1997) warn about the limitegiof vocabulary lists, maintaining
that they normally offer a reduced number of wordkis is why they propose
techniques such as the book flood program (Elle911%5cott et al. 1997), which
consists of the implicit introduction of vocabulatyy means of continuous and
considerable reading practice.

However, some authors have expressed their dobbigt ¢ghe efficiency of this
practice (McKeon 1993; Schmitt and Schmitt 1996;dhd Bauman 1995). They state
that a massive introduction of input is not the guaa for vocabulary learning. They
justify their opinions based on three main reasbirst, some learners react to unknown

words by simply skipping them, or by decipheringithmeaning momentarily without
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really processing it. Second, in order to infer meg from context, it is necessary
toknow most of the words in a given text. As mem&id above, at least 95% of words in
a text must be known by the learner if he/she wamigsfer the meaning of unknown

words (Laufer 2005). Third, not all learning sitioats allow for a massive introduction
of input. For instance, formal teaching contextsvpte limited contact with the foreign

language. The learners’ chances to use the for@igguage are almost completely
restricted to the English lessons, which normadliyet up two or three hours a week.
These facts make us question the use of conteme ablower levels and especially in
situations of formal instruction.

Until the end of the 70s and even at the beginoinge 80s, vocabulary tended
to be limited to not much more than illustratingdaupporting grammatical structures.
In Sinclair and Renouf's words (1988: 143): “Vocky fleshes out the structures,
introduces variety and promotes practice of thecttire in question”. Nonetheless, EFL
teaching has evolved considerably since the 198@%et present day. This evolution can
be seen not only in coursebooks but also in didagtides — although some of them are
still very limited in terms of pedagogical referesdo vocabulary.

By having a look at several didactic guides we faaniliarize ourselves with
the pedagogical bases of the project as well asais endeavours. Among them we can
highlight written and oral comprehension and pradu; an interest in other cultures,
and the use of new technologies in L2 communicatitowever, no direct references to
vocabulary are to be found. At best, one appenthxiges a list of the so-called target
words that the children will cover in each unit. Warmally find a combination of the
Communicative and Task approaches, but there asomonents about how to proceed
with vocabulary itself. Therefore, despite the depment of syllabi over the years,
vocabulary issues still lag behind — much morehsm in other aspects.

Another important point to make regarding vocahulartextbooks is the lack
of importance given to how much and which vocalhukttould be included. Jiménez
Catalan and Mancebo (2008) carried out a study evhiery analysed two Elementary
and two Secondary education EFL textbooks. Theymiesl that the two Elementary
education courses did not differ in the numberypes. The difference between the two
was of only 23 types. The situation was not the esapygarding tokens, where the
difference amounted to more than 1,200 units. Adie Secondary education courses,

significant divergences were found for both typed tokens. For the former there is a
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gap of over 500 units, whereas for the latter gap increases to over 8,000 tokens
between the two courses.

In a similar vein, Alcaraz-Marmol (in press) higjlited the considerable
disparities between two EFL courses for Elemengahycation children. She focused on
the didactic units for the second school term. Twe textbooks were internationally
well known and targeted at children between thes aijesight and nine. Despite their
similar level and target audience, one of them aiaed 802 tokens and 168 types,
whereas the other one contained over 500 tokens (f¢#10) and almost 60 types more
(227). The difference in terms of tokens is morantlconsiderable taking into account
that it was just one part of the textbook, notddlit, which was analysed. Regarding
types, the divergences may not seem very signifiearfirst sight, but we have to
consider the context of analysis: 60 types of défifiee in only one school term and at a
beginner’s level is quite a considerable numbers Tivergence would possibly not be
all that relevant at the advanced level.

As for which vocabulary to include, authors traatilly relied on their own
intuition or sometimes took inspiration from othemblishers.Nowadays, the major
modern publishers have their own corpora. The pralks that the selection criteria on
which those corpora are compiled are not expla{fgxon 1990). Nevertheless, recent
research points towards a combination between émyuand functionality as the two
bases in the selection of the lexical content éatliooks (Alcaraz-Marmol 2009) (more
about frequency and functionality in section 3.®fithe present chapter).

This trend was corroborated by Tschichold (2008)o wompared the corpus of
several French as a foreign language coursebodkshéfrancais fundamental listr
levels 1 and 2. These two lists contain approxitga®500 words. The words
correspond to the Frangais Fundamental Corpusc@def highly frequent items in
French which are considered essential for commtiaitand progress in this language.
Tschichold observed that the corpus of 3,341 lemreaslting from the four books
analysed highly overlapped with the words in ttstsli Percentages were also high in
Alexiou and Konstatakis’ (2007) comparison of saVdeFL textbooks against the
British National Corpus (BNC). Their coverage oétBNC list ranged from 85% to
74%. On top of this, as was to be expected, theeradvanced the course level, the less

the coverage of the most frequent items in the BNC.
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Another example is offered by Alcaraz-Marmol (2008he compared two EFL
textbooks for elementary students against the Gérgervice List (West 1953). The
author observed that frequency was taken into denstion by designers. Some didactic
units reached 70% of vocabulary falling within £4000 most frequent words in West's
list. Yet she realized that the selection of a @erable part of the target vocabulary in
these textbooks was not based on frequency butitumadity. She concluded that, rather
than frequency, target vocabulary is primarily stdd in terms of usefulness for the
learners. Indeed, words suchaag or notebookare very common in didactic materials,
even though their frequency level is considerabhydr in general discourse. In this
sense, the high amount of frequent vocabularyxtbteks may be partly due to a casual
and not a causal effect.

The need for functional vocabulary is also appamrem¥ilton and Vassiliu's
(2000) analysis. The 1,396 lemmatised types inkln éursebook were compared with
Nation’s (1984) vocabulary lists. About 46% of thecabulary syllabus was made up of
infrequent vocabulary. Only around 7% belongedhe $econd 1,000 most frequent
words. This low amount of frequent vocabulary isoahoted in other studies (Vassiliu
1994; Alcaraz-Méarmol in press).

The considerable amount of infrequent vocabularigaraz-Marmol (2009)
concludes, may be due to the mismatch betweendreyuand functionality. These two
criteria may not always coincide. There are highlyctional words which do not belong
to the most frequent words for one reason or amofftes is the case of some food or
animal names. They are highly functional for eletagn learners, but they are not
frequent enough in general discourse.

In relation to this issue, Reda (2003) states tlextbook vocabulary is
dominated by topics of general interest. Sheldd@88) and Bell and Gower (1998)
criticize the stagnation of vocabulary in courseédsyoprecisely due to the limited
number of general interest topics. Table [13] shtvesmost common topics appearing
in EFL textbooks.

80



Chapter 3

Time and dates Colours and Clothesand Animalsand Familyand  Work and
shapes fashion plants relationships employment
Crime and punishmen Holidays and Transport and Education and Politics, war  Accidents,
travel roads learning and peace health and
languages illnesses
Sports, exercise, Geography, Describing Shopping, Cooking, Home,
leisure, entertainment countries and looks, economy, and food, furniture,
and hobbies nationalities moods, and  money terms  and drink housework,
personality and daily
routine
Performing The language of The weather The  human Social class Media terms
simple communicative measurement body

tasks and socializing and statistics

Table [13] Topics of general interest in EFL texike (Reda 2003: 262)

Moreover, Reda (2003) argues that the pattern addpr the incorporation of
vocabulary in textbooks is based on prototypinge BHuthor offers the example of a
well-known English coursebook entitlddeadway(Soars and Soars 1986). This is a
multi-level course for adult learners published ©xford University Press. Reda
comments on the way the textbook series introduaesabulary about crime and
punishment throughout the different levels. Thipidois present in all levels from
Elementary to Advanced. Vocabulary related to thysc is introduced from being more
prototypical to less prototypical. The lowest letaks about robberies, the police and
prison, whereas the higher levels focus on legales which are related to the topic, but
are less prototypical.

Nevertheless, despite the recognized importancevawfabulary in SLA,
“evidence suggests that lexical input can vary adgdeal” (Milton 2009: 159). The
problem does not seem to be a lack of L2 vocabwdaguisition research, but rather a
lack of coordination and solid design criteria. Rumother way, there are numerous
studies and entire books about this field of secanduage research. However, their
results differ considerably — sometimes even ssimgly — from each other. This
heterogeneity is the main drawback designers amedfawith when creating
homogeneous materials.

Heterogeneity is given in both quantitative and litpave terms. Concerning
guantity of vocabulary, dissimilarities are not néliney can even be found in studies
dating back to the early part of the last centdjiton and Benn (1933) and Robson
(1934) analysed foreign language materials in tevithe amount of vocabulary they

contained. Milton and Benn analysed 30 first-ye@nEh courses. They found
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dissimilar volumes of input ranging from 320 to @&3words. Along the same lines, the
16 coursebooks analysed by Robson contained angwham 212 to 1,112 different
words. We can also find many more recent examphean analysis of nine major EFL
textbooks, Renouf (1984) showed that in the firsbk of each series, the number of
different word forms introduced ranged from 1,16@1963.

This situation, which was defined as “potentiallyaechic” by Gairns and
Redman (1986: 56), can also be found in the 2Xgticg Vassiliu (2001) analysed three
different textbooks for the first year of EFL insttion. These three courses targeted the
same audience: beginners aged 7 to 8. Despiteidmigan terms of level and foreign
language, their amount of vocabulary was differ@iie textbooks contained 781, 900
and 1,070 words, respectively. Even though thegergiences are not insurmountable,
there is a clear divergence between the three esurs

Quantity in global terms, as well as the distribntiof this quantity in
textbooks, both tend to be highly irregular. Authsuch as Gairns and Redman (1986)
estimate that 8 to 12 new words introduced peolessa reasonable amount. Scholfield
(1991) is more accurate in his statements, recordmgn9 new words per lesson.
Having said that, these figures are merely themaktand do not have empirical support.
Moreover, the authors do not specify the learnkgél or whether these figures are
applicable to all types of learners.

Scholfield (1991) applied his vocabulary rate ghoffive different courses for
intermediate learners. The introduction of new \mtary items ranged from almost 100
in just one unit to O in others. This is also tlase of the three textbooks analysed by
Vassiliu (2001). In textbook A, the number of newrds introduced per unit ranged
from 22 in unit 20 to 104 in unit 1, with an avesagf 39 new words per didactic unit.
Textbook B contained 19 new words in unit 9, insneg the introduction of vocabulary
items up to 89 in unit 1. The average introducticas estimated to amount to 45 new
words per unit. Finally, textbook C had an averafj®l new words per unit, ranging
from 5 words in unit 20 to 125 in unit 7.

In the same vein, Alcaraz-Marmol (2009) observeddifferent distribution of
two EFL coursebooks with respect to their lexicahtent. She carried out a double
analysis. On the one hand, she examined the legmatent in terms of tokens (see
figure [5]) and lemmas (see figure [6]). The distition of tokens indicates a descending

trend in textbook A, whereas it adopts a quadsdtape in textbook B. Regarding
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lemmas, textbook A maintains its descending tremdereas textbook B presents an

ascendant one on this occasion.

140 ~
120 /.\. 600
100 500 —e— Textbook A
8 ~d —&— Textbook A 400 ?4-/.
60 b 200 G Textbook B
40 —— Textbook B M —i— Textboo
100
20
0 T T T T
0 v v v ! Unit  Unit Unit
Unit  Unit Unit 4 5 6
4 5 6

Figure [4] Number of tokens in textbooks A and Brigure [5] Number of lemmas in textbooks A and B

As for the quality of vocabulary in textbooks, tl#uation is not more
homogeneous. Jiménez Cataldn and Mancebo (2008)ifiee the top fifty content
words in two Elementary and two Secondary EFL teakis. They observed that the top
lists did not contain the same words. Moreovery @#% of the words appear in both
Elementary education textbooks. The two Secondaugagion textbooks show a similar
pattern with only 68% of words in common. These ants should not be considered
enough, as many of the shared units are auxiliarpsrand grammatical words such as
a, and, is, the, with, which are expected to occur in all courses.

Along the same line, Milton and Benn (1933) wergdged at the fact that, out
of the more than 6,000 different types used acBOstextbooks, only 19 appeared in all
of them. In the same vein, Milton and Vassiliu (@P@eviewed the content of three
beginner textbooks in terms of their vocabularyesbn (see figure [6]). The authors
removed personal names and other irrelevant mhteam the three corpora. They
observed that less than 20% of the lexical corteinicided.

A more serious case is that illustrated by Alexama Konstantakis (2007). Their
study focused on two groups of textbooks. Each groentained five courses of the
same level. Group A comprised coursebooks for lmegsat the first stage, whereas
group B comprised coursebooks for beginners atcarngestage — which is known as
false beginnersThe coursebooks in group A shared 108 out oBdtetotal number of
types, which is around 11% of the vocabulary cant€éhe number of common types

across all five books in group B was even lowethwyuist 54 out of 1,551 (3.4%).
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Figure [6] Vocabulary overlapping in three begintextbooks (Milton 2009: 166)

The reasons why textbooks normally show a low degfehomogeneity are not
clear. It is fair to say, though, that a lack of Y\@abulary research does not seem to be
the cause. As stated above, a vast amount of kamokpapers specifically dealing with
L2 vocabulary have been published since the migysiges, and especially from the 90s
onwards. What is more, the ultimate goal for arpetyf research is to be useful and
applicable. In this case, L2 vocabulary researchxjgected to be a guide for foreign
language instruction, and, consequently, for thdenss used in foreign language
teaching.

The problem seems to stem from the weak link betweevocabulary research
and materials design. One of the reasons why r@séaifts to make it into the classroom
may be due to the fact that there is simply nonitid& on the part of designers to apply
research postulates to textbooks. Thus, thereeigeiling that textbooks have their own
dynamics, somehow independent from research acthiten if we agree with Byrd that
materials design is a noble “professional track¥98: 6), we cannot forget that it is also
business. Hence, the competition found betweendifierent publishing houses can
invalidate the real aim of didactic materials. &ctf as early as the late 70s, Brumfit
warned about the “masses of rubbish [being] skylfolarketed” (1979: 30) to students.
It is not unusual to often find “publishers repmsgives calling round and dazzling us
with their new books. Many of these books are bidiyt presented with jazzy covers
and attractive artwork which distracts the eye dnits the brain” (Grant 1987: 119).

It would be unfair, however, to place all the blaore the publishers. Another

possible reason for the lack of connection betwaemsebooks and L2 research may be
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the multiple perspectives offered by this fieldim¥estigation. L2 vocabulary research
has lately been characterized by its huge productimdeed, the many proposals and
views on the issue have led us to an enormousiamdout at the same time disorderly,
field of research. A publisher’'s aim to get closeresearch may be eclipsed by the fact
that they do not know how to approach such a wmketsum of possibilities. What is
worse, they might misinterpret or mix different @asch postulates, which can have a
counter effect on learning.

There is a great need for a connection betweezarels and teaching, since this
combination can be very positive for education (®&az 2006; Bjork 2002). However,
for one reason or another, it is a fact that thierean important gap between L2
vocabulary research and what the learner recelvesunclear whether this situation is
the result of a lot of talk and little action oethbsence of a well-founded reason to use
textbooks to this end. The reality is that texttogqkesent few pedagogical criteria
which are specifically devoted to vocabulary. ltalso true that the input students are
exposed to has to go through several filters beftoreaches the learner. We cannot
avoid all these filters, but we may be able to eehicoordination among all the parts
involved, so that the recommendations made by lcabolary researchers reach the L2

vocabulary learners (see figure [7]).
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L2 Vocabulary Research

Authorities
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Fig. [7] From L2 vocabulary research to L2 vocabylaarners

3.3. Description: External and Internal Non-systemécity — Its Reflection on
Research and the Classroom

The termnon-systematics not specific to the field of L2 vocabulary.idtused in many
other disciplines such as business and computencei In all caseson-systematic
means random, that is, the opposite of order aadnghg. For instance, in business, an
unsystematic risk is that which lacks general apgibon to the whole market.

The field of L2 vocabulary — whether in terms ofsearch or the
teaching/learning process — has always been shiloudenon-systematicity. When
tackling L2 vocabulary studies, we find the problefmheterogeneity, that is, studies
which work with several learners’ profiles regaglievel, L1 and the learning context,

coupled with the different natures of the studpgésrsectional or longitudinal).
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However, even today we are still searching forraigttforward, once-and-for-
all theory about L2 vocabulary acquisition. The esaV trends regarding this issue
present a panorama of eager production but scagemiaation. The current situation of
this area of research can be compared to a mushfie@nwhere a plethora of studies
grow without any order, in an indiscriminate way.

Unavoidably, this is reflected in the teaching/feag context, where the
introduction of L2 vocabulary input is normally negstematic. Bynon-systematic
vocabulary input we mean input which lacks regtyain its introduction and/or
distribution. One caveat is in order, though. Tlaetfthat L2 vocabulary input is
introduced and/or arranged non-systematically desmean that patterns cannot be
found at some point. Yet, the potential patterret thay appear are to be viewed as
merely accidental or the fruit of chance, and hetresult of well-founded criteria.

This situation is favoured by the methodologicehtt that is currently followed
in most didactic materials, which implies a nonteggatic approach to vocabulary
presentation, resulting in a highly random selecpoocess for the words in a textbook
(Scott 2005).

Nonetheless, the most worrying fact is not the absef a regular pattern, but
the absence of a rationale behind introductionanahgement. Put another way, it may
be the case that a pattern of L2 vocabulary intttdno is identified at some point in the
textbook, but no justification is found for thattfesn. It is merely fortuitous.

Indeed, lack of systematicity in L2 vocabulary dsebrk renders a direct
comparison among studies difficult. The studiesclhwe will discuss hereatfter differ in
aim and scope, revealing the difficulties we fateamparing them. One possible way
of ironing out divergences among these studiesyidrénsforming their acquisition
outcomes into vocabulary uptake per contact houordler to do that, we need to know
for how long — in terms of hours — the participamtsre exposed to the target
vocabulary, together with the amount of time thelgttook. We divide the number of
words acquired by the number of hours exposeditbveards.

In addition, we can classify the studies into tgmups: those which aim to
measure vocabulary size and those which assesscthasition of a specific group of
words at a certain time. Regarding the first settotlies, they estimate the total number
of words that students know in their foreign langgiaThis is carried out by means of

fairly standardized vocabulary tests such as thkelyiused Vocabulary Levels Test
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(Nation 1982, 1990, 2001; Schmitt et al. 2001),Eueocentres Vocabulary Test (Meara
and Jones 1990), the Lex30 (Meara and Fitzpatr@0p and the X_Lex (Milton and
Meara 2003), among others.

For the first group, Quinn (1968) discovered thaivarsity students had a very
low level in their second language despite havitglied it for several years. On
average, students had only managed to acquire Wyoadfamilies after seven years of
instruction. Considering the amount of time they lh@en exposed, it is estimated that
these students had learned between 2 and 3 womdsqgmeact hour. The results
uncovered by Jiménez Catalan and Terrazas (20@BYiaménez Catalan and Moreno
Espinosa (2005) did not fair much better. SimiaQuinn, these two studies estimated
that Elementary school children acquired aroun8i& per hour, roughly the same rate
of acquisition found in Lépez-Mezquita (2005). Sedary school students presented a
vocabulary size of around 940 receptive units airtlast year of compulsory education
(4° ESO). This figure corresponds to a rate of aitijpn of over 2 words per contact
hour. Comparing the four studies, we can obseraettie rate of acquisition is similar
regardless of the students’ age.

The second category of studies corresponds t@ tiwbgch assess the acquisition
of specific vocabulary in a given period of exp@swithin the learning process. The
tools which are used in most of these studies augntspecifically, the words
encountered by students. The period of exposuringse studies varied from a few
weeks to several months.

Among the studies which took just a few weeks, @@ eention those of
Donzelli (2007) and Ito and Bauman (1995). Donzebitudy assessed the vocabulary
acquired by 17 nine-year-old Italian children ireithsecond year of EFL instruction.
Participants were exposed to the input of thresolles in the textbook, from which 20
words were randomly extracted for assessment. CGamage, the children acquired
almost six words per contact hour. In the same,eonand Bauman (1995) also found
that Japanese participants studying English as raigfro Language for six weeks
presented a rate of acquisition of six words pertact hour. In this case the students
were adults, but the age difference between Daiwelind Ito and Bauman’s
participants does not seem to affect the rate oébolary learning. Both cases present a

similar pattern of acquisition.
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More frequent studies are those which take the avlachdemic year for their
analysis. Technically speaking, one academic yeas dot stand for a whole natural
year — that is twelve months — but rather nine m®nResults in the rate of acquisition
are more heterogeneous in this type of study tharevious cases. Figures range from
2-3 words to 8-9 words per contact hour.

The highest results were identified by VassiliuQ20 The participants, aged
between 8 and 11, were Greek students at an Elanyelgvel, where the textbook
served as their principal source of foreign languagput. The method of instruction
adopted here was no different from the one whiamoisnally followed in other centres
or European countries. Vassiliu's data estimatat@ of vocabulary acquisition between
11 and 14 words per hour of instruction. An inténgs feature of this study is the
participants’ young age and level. Considering thair level at the beginning of the
study was zero, tests revealed that by the endeofdurse the students had a vocabulary
size of between 600 and 1,000 words. These fignoesespond to those which the
average student is expected to obtain after seyeeabk of instruction and not just after
one course, and even less so if the course isdomplete beginners or breakthrough
level students.

Vassiliu's results are followed by Laufer (1998).this case, Israeli Secondary
Education students learning EFL acquired 1,600 wevd families in just one academic
year. The author highlights that a considerablewarhof vocabulary in a language can
be acquired even in a foreign language environmetitat is, outside of the country
where that language is spoken. Nonetheless, theréwa possible reasons why the
students’ rate of acquisition in Laufer’s study htipave been overestimated. First, it is
fair to say that a standardized test, and not &ifspeontent test, was used by the
researcher. Second, most participants were highdyivated, both intrinsically and
extrinsically, since they liked learning Englishdatiney knew that they had to pass an
English exam to gain entry to university.

Milton and Meara’s study (1995) yielded similaruks. They analysed a group
of advanced learners studying French as a Foreagigliage at university. Participants
were exposed to the foreign language three howse& during an academic year. Their
total acquisition for that period amounted to 508wvnword families. Under these
conditions, it was estimated that students had ieexdjuaround 7.5 words per contact

hour. The authors considered 7.5 quite a low rhgequisition in comparison to what
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they had observed for students learning French Kremch-speaking country. Those
studying French in a naturalistic context acquied average, 2,500 new word families
over a similar period of time. However, in a nalistec context it is more difficult to
calculate the rate of acquisition per contact hasrexposure hours are hard to control.

An important group of studies point towards a ratevocabulary acquisition
between 4 and 6 words learned per hour, despifereiifces in the participants’ age,
level and second/foreign language. The most optienresults are found in Lépez-
Mezquita (2005), Laufer (1995) and Milton (2009)hieh point to around 6 words
acquired per hour. Lopez-Mezquita obtained the dsgHigures. She observed that
sixteen-year-old students learning EFL in a Spasetondary school increased their
vocabulary size to 600 in one academic year — waibunts to a rate of 6.5 words per
hour.

Another study by Laufer (1995) produced similaufigs, where native speakers
of Hebrew were assessed after six months learnimgjigh at university. The author
observed that, on average, they acquired aroundv@d@ds or, put another way, 6 words
per contact hour. These results on the rate ofisitign in adults and teenagers does not
differ significantly from results in lower levelsush as in the case of Elementary
students, where Milton (2009) estimated an acdorsibf between 5.4 and 4.7 words per
hour.

Results in Milton and Meara (1998) are those wlaigh closer to a lower rate of
acquisition — roughly 4 words per hour. Their studgorts annual rates of vocabulary
growth in different areas of Europe. In Greecegstus reach a figure of 4.4 words per
hour, whereas German students only manage 4 wolaslowest results are found in
British students of French, who find themselveshlm#o reach the figure of 4 words per
contact hour. Indeed, the British are the ones sHaw the lowest rate of acquisition of
all the studies reviewed here. Milton’s study (2088pports this claim, with British

students of French showing a rate of acquisitiathen3 words per hour.
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Learners FL Wi/h Source Aim
Greek En 11-14 Vassiliu (2001) ST*
Israel En 8-9 Laufer (1998) ST
British En 75 Milton and Meara (1995) ST
Spanish En 6.5 Lépez-Mezquita (2005) ST
Japanese En 6 Ito and Bauman (1995) ST
Israel En 6 Laufer (1995) ST
Italian En 5.8 Donzelli (2007) ST
Hungarian En 5.4 Milton (2009) ST
Greek En 4.7 Milton (2009) ST
Greek En 44 Milton and Meara (1998) ST
German En 4 Milton and Meara (1998) ST
British Fr 3.8 Milton and Meara (1998) ST
Spanish En 3.3 Jiménez Catalan and

Moreno Espinosa (2005) VS
Spanish En 2.7 Jiménez Catalan and VS

Terrazas (2008)
Spanish En 24 Lopez-Mezqui2005) VS
British Fr 24 Milton (2009) ST
Indonesia En 1.7 -3.3 Quinn (1968) VS

Table [14] Studies on the rate of L2 vocabularyuésition

*VS: Vocabulary Size
ST: Specific group of words
at a certain time

The figures based on the rate of acquisition inetgb4] are only estimates, that is to

say, the participants were not tested after eveny lof vocabulary instruction. This

vocabulary acquisition was measured after a fewka/@e even months. What is more,
many of these studies did not test the specifictiripe learners were exposed to, but
rather based their conclusions on standardizesl. test

The main drawback of using estimates to predict mt acquisition is the
assumption that L2 vocabulary learning is a regulantinuous and unalterable process.
Some scholars propose specific figures for the laegintroduction of vocabulary.
Scholfield (1991) suggests introducing 9 new woeslsery contact hour in a Foreign
Language. He uses graphs to show the ideal inpot & foreign language textbook. On

their part, Gairns and Redman (1986) point to atatary introduction of 8 to 12 words
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per hour. The number of new words presented, theaptain, should vary depending on
the students’ level. The relationship between ftprelanguage level and vocabulary
acquisition is also commented by Milton (2009), vgtates that vocabulary uptake may
vary according to the level of the learners. Gaand Redman recommend 8 words for
those learners with the lowest level. Introductierto increase as the learners’ level
increases until reaching the maximum of 12 new wonatroduced per hour of
instruction. Both works presuppose that equal volzalp loading per unit or hour of
learning might be an intelligent norm. In fact,sths in line with other studies which
recommend regular vocabulary acquisition (Milto®200rosz 2009).

However, there are many other cases where the sattguiprocess is irregular.
In these cases, unexplained plateaus where no wacgbgrowth seems to occur
combine with relatively strong acquisition peaksl droughs. Milton (2006) observes
how vocabulary learning in British schools is iméy, registering little noticeable
progress in vocabulary knowledge. As an examplalewbarners acquire around 300
words at the end of the first year of French irgtam, less than half this figure is added
in the next two years.

The truth is that knowing how the process of votatyuacquisition develops is
not an easy task. Rodriguez Sanchez (2001) triedredict the pattern of lexical
acquisition in a foreign language by means of aissiizal matrix. The idea was to find a
simple way of tracking the complexity of the deymigent of certain aspects of
vocabulary knowledge. As stated above, the autbofirtns that we cannot assume the
L2 vocabulary acquisition process to always beadlinend incremental. In Rodriguez’s
words, “this is a reductionist and simplistic apgmb [...] The L2 vocabulary acquisition
process is a phenomenon where learners forget sbithe words acquired and where
some of the words forgotten are spontaneously ergéed” (Rodriguez Sanchez 2001
78).

The key tenet regarding the use of the matrix as ithis expected to make long-
term forecasts describing the subjects’ currenabatary and predicting how words will
change state over a certain amount of time. Yetpidiing states were found in the
results provided by the matrix. Statistically sgagk an absorbing state attracts words,
and does not allow these words to move on to aitaedes. This implies that sometimes
the matrix may not contemplate the possibility e€avering some words which have

been forgotten at one point in time: “If we havealtistate model where once a word is
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forgotten it always remains forgotten, and has hance of spontaneous regeneration,
then the system as a whole will eventually be diEbin this state, and all the words
will eventually be forgotten” (Meara 1989: 71).

As we can see, statistics — at least as they @@ mswadays — do not seem to
comprehend all the complexities in L2 vocabularguasition. For instance, Lopez-
Mezquita (2005) states that her students acquié@dn@w words in one academic year.
However, the vocabulary level of these students asmit 940 at the beginning of the
course. This amount of vocabulary is the resulsefen years of formal instruction. If
we compare the rate of vocabulary acquisition ftbe year before — that is 6.5 w/h —
with the learning rate from previous years — tlsaP4 w/h — we can see that the rate
from the year before was almost three times grehgar that of previous years; in other
words, in the last year students learned overrd thore of their whole vocabulary size
— which has been shaping over the last seven years.

Another case worth commenting on is that of La(i®&98), where students were
able to acquire up to 1,600 new items in just oearyHad this rate been constant in
previous years, we would have found learners withative-like vocabulary size of
around 15,000 words — which is rarely achieved hy dearner. However, this does not
mean that a L2 learner cannot reach these kindhofds. In a recent study, Cervatiuc
(2008) reported that his L2 learners know, on ayeraround 16,500 words. In this
sense, these students can be considered nativedéakers, at least in terms of their
vocabulary size, but this is by no means the ndirims.important to point out that these
participants had spent over a decade in a forepqgmtcy where their second language
was spoken; an uncommon situation for foreign laggustudents who, in many cases,
learn English in a formal context where time andteat is particularly limited.

Furthermore, the aforementioned scholars camieeio tonclusions on the basis
of systematized, regular input. By contrast, teisiot the kind of input that is normally
found in naturalistic and formal contexts of leamiAs discussed in previous sections
(see section 3.2.2.2 on textbooks), we usually find-systematization in the input to
which learners are exposed. At times, learners laaeess to a considerable amount of
new vocabulary concentrated over a short periddred, whereas on other occasions the
concentration of new input is very small. What isre) the distribution and repetition of
input, which are also important factors for optimagquisition, are normally irregular.

Some words may appear frequently over a given geridime to then disappear for a
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long time. This is perhaps not the ideal conteXteafning, but there is no doubt it is the
real context that learners face when acquiring a sedanguage. This is as good a
reason as any to pay more attention to this typwnofsystematic input.

Therefore, we can observe that this complex sealdrrants further research.
Human beings, their brain and the vocabulary |legrprocess are all highly intricate in
nature, where many factors play a role. Some ofethgill be addressed in the next

section.

3.4. Possible Factors Influencing L2 Vocabulary Acagjsition

3.4.1. Introduction

From a holistic standpoint, anything related to fiteenomenon of L2 vocabulary
acquisition has a potential effect on it. It isrfdb say, though, that the two
underpinnings for L2 vocabulary acquisition are t2eunit and the learner. If either of
these two elements is missing, acquisition is altjuimpossible. Each of these elements
has different features, which make L2 vocabulayuaition a complex process. In this
regard, Laufer (1997) distinguishes between twoesypf factors. She talks about
intralexical and extralexical factors. The formee anderstood as referring to the form
and meaning of words. As for the latter, althougg dauthor does not specify what those
factors are, she defines the extralexical facterthase which are presumably related to
the learner.

However, some important factors such as frequemeymissing from Laufer’s
discussion. She states that “frequency is not ottoacern here since it is a usage factor
dependent on the type of language input that thenée receives” (Laufer 1997: 141).
Contrary to Laufer's view, | believe that frequenapd other factors do play an
important role in L2 vocabulary acquisition, anc tfact that they are dependent on
usage should not exclude them from a discussiontdhotors, as is the case here.

In an attempt to go beyond Laufer’'s classificatibrpropose a three-pronged
approach to L2 vocabulary factors instead of trad#l dichotomies. This section
focuses on three categories of factors: intraléxicaterlexical and extralexical.
Regarding the first category, we will follow Lauferview by dealing with aspects
related to the word itself. The second categoryiclviis not contemplated by Laufer,
relates to the word, although its components cabeatonsidered intrinsic to the word

itself. Interlexical factors are those concernethwie word as part of discourse. The
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extralexical factors, on their part, include thearteer's cognitive and affective

characteristics.

3.4.2. Intralexical factors

3.4.2.1. The learner's L1

The fact that someone uses their L2 does not ntezin lt1l stops being active at that
moment (Oxford and Scarcella 1994). Sunderman arull K2006) observed that
students experience their L1 influence regardleksheir different levels of L2
proficiency. The effects of the L1 are presentlhatexels, even at the highest ones. In
fact, the authors maintain that “acquiring profigg in a L2 does not imply that the
individual has acquired the ability to switch diktinfluence of the L1” (Sunderman and
Kroll 2006: 388).

L1 and L2 interaction can be present both in tta¢ @nd written form of a word.
With regard to phonology, Rodgers (1969) and Papagral. (1991) have proven that
L2 words with similar L1 pronunciation rules aresies to acquire than those which the
students feel have unfamiliar sound combinatiorddrRan and Healy (1998) studied
the effect of unfamiliar phonological structures lewical acquisition. They confirmed
that students normally avoid learning the meanihgiards with phonological patterns
that are unfamiliar to them. At the same time, thbgerved that familiar phonological
combinations were more readily acquired. This stisdin line with the idea that less
familiar-sounding words are more difficult to kepthe short-term phonological store
than those with similar phonological L1 patterneri&e 1992). This is the first step
towards long-term retention.

The written representation of a word is also iefitial. The use of a different
code in the L1 and the L2 increases the learnimddyu For instance, a native speaker of
Spanish using the Roman alphabet would find it mdifecult to learn Chinese or
Persian vocabulary than English vocabulary. Thst fiwo languages have different
codes and they do not even follow the left-to-rightler found in most Western
languages. Hence, before starting to learn vocaputself, the native speaker of
Spanish should become familiar with the new symbetsich means an extra load for
the L2 learner.

In addition to this, we are faced with a lack ofrespondence between sound

and written symbols in many languages. This isi@arly problematic for native
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speakers of Spanish who study English. The degres®und-script correspondence is
much higher in Spanish than it is in English. Exdep the cases of g/j, y/ll anddthe
sound-script correspondence is almost identicalvéVer, this is not the case for the
English language, especially when it comes to voegghbinations. In this sense, a
native speaker of Spanish will find it more diffictio learn English vocabulary than
Italian, as the degree of coincidence between tsarp sound in the second case is
higher.

The L1 effect on L2 learning can be considerelegia positive or a negative
interaction. The L1 has a counterproductive efiacthe case ofalse friends False
friends are L2 elements which are very similar annf to some L1 words, but their
meaning is totally different to that of the mothengue. Students may be misled into
considering some L2 words similar to L1 words imicand meaning, when in fact they
are not (Holmes and Ramos 1993). Native speakeBpaiish learning English as their
L2 can easily confuse words such agually or sensible The first one is normally
identified with actualmenteg(at the moment), when it really meansfact The written
form of the second example reveals an exact canegnce with the Spanish word
sensiblewhich means/ulnerableor easily affectedwhereas in Engliseensiblemeans
having or showing good sense or judgeriient

However, L1 interaction can also be positive isesaof cognateness. Cognates
share similar — although not always identical — mngg and form in two or more
languages, which makes them easier to learn thaer @2 words (Cohen and Aphek
1980). Cognateness is gaining currency as a polmedlin L2 vocabulary acquisition
(Blachowicz et al. 2006: 533). Not only is this pieg effect noticed in learning, but
also in lexical priming where cognates are recaogphitaster than non-cognates (Dijkstra
et al. 1998). Anderson and Jordan (1928) also iedrithe effect of cognates on
vocabulary learning. They compared the acquisitibtiree types of Latin-English word
pairs differing in their degree of similarity: id&eal pairs (similar in form and meaning)
such agprovincia-province association pairs (derived English words which @osely
associated to the Latin word in sound and mearasgn the case diiga-flight and
finally, non-associated pairs suchdmmus-houseResults confirmed the positive effect
of the L1, as participants performed better witlsoagated words than with non-

associated members.

% The word meanings provided are all found in théi@Concise Dictionary (2001)
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The phenomenon of cognateness can have a usefabggdal application.
Garcia (1996) found that intermediate Spanish siisdese their L1 knowledge to learn
L2 vocabulary even if they have never been tratoedio so. In fact, cognate awareness
is also confirmed by Jiménez et al. (1996) and Ghgiram and Graham (2000). They
showed that even young children with very low Lafmmency are aware of the
advantages of cognates.

However, one caveat should be considered when Wweali@ut cognateness. Put
another way, which words should be considered degfaFor instance, the Spanish
provinciaand the Englisiprovincecan clearly be taken as cognates, but the cage of
Spanishfuga and the Englistilight is not so obvious. They may well have the same
origin and slightly similar forms, but the doubtrains that students may identify them
as cognates.

Cognate awareness seems to point to new learactgigues. New directions
have opened up, as recent findings have revead¢dhé construct of cognate awareness
can actually be measured (Malabonga et al. 2008anS1997) suggests that learners
should be trained to make use of driivalence hypothesighen trying to learn new L2
words. The strategy is about viewing “everythingtlas same unless you have a good
reason not to” (Swan 1997: 166). Therefore, cognategnition, although somewhat
natural, must be refined and controlled, and stigderust be monitored in this respect
(Moss 1992). Hence, learners should be instructedtte nature and limits of
crosslinguistic correspondences. In this sense,omby will cognate awareness be

powerful, but also reliable.

3.4.2.2. The L2
The L2 system in and of itself can influence thecess of L2 vocabulary learning.
Three main intrinsic factors can be linked to wotbdemselves, which, to a certain
extent, may determine their degree of difficultytémms of acquisition. They are word
length, part of speech and imageability. It is im@ot to point out, though, that all three
factors are controversial, and not all literatuuports the idea that they may have an
effect on lexical acquisition.

With regard to length, authors such as Philips {3980oles (1982) and Schmitt
(2000) found that shorter words are easier to I#aan longer words. This fact is based

on the logical thought that “the longer the forelgnguage word, the more to be
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remembered [...] and thus the more room for erf&ifis and Beaton 1993: 568). A
possible explanation for these outcomes is relatetipf's law (1935). One of its tenets
states that short words are more frequent thanwargs. As shorter words appear more
frequently than longer words, they are learnedezaiThus, maybe it is not length itself
which really contributes to learning, but the fétat shorter words are more frequent
than longer words in discourse, and this is whallyenakes it easy to acquire them.

Other authors such as Rodgers (1969) and Lau887§loppose the idea that
length is a negative factor for L2 vocabulary |lelagn Rodgers found no significant
effect of syllable length on the acquisition offerent words. What is more, Laufer does
not see length as a handicap but as an advantageisTo say that many long words are
the result of compositionality, so they are eaieretain than others which are shorter.
For instance, although the wouhbelievableis longer tharmonk the former may be
easier to acquire than the latter, as long as w&khe wordbelieveand the meaning of
the affixesun- and able. Controversy about the effect of length remaingdosolved.
The reason is that a proper way to isolate thigalbe has not yet been found. We will
have to wait for the isolation of the length valalbefore we can make solid
conclusions about this aspect.

The second factor mentioned above correspondshdo part of speech or
grammatical category of a word. Several studiemsieehave confirmed the hypothesis
that the grammatical category affects acquisitiBodgers (1969), Allen and Valette
(1972), Philips (1981) and Ellis and Beaton (198B$erved that nouns and adjectives
are easier to learn than verbs and adverbs. It séeah the effect of the part of speech
was inversely proportional to the learner’s levehi(ips 1981). Put another way, the
lower the L2 level of the learner, the higher tffeat of the part of speech for the words
which are to be learned.

Contrary to the scholars above, Laufer (1997) esghat the learning difficulty
attributed to the grammatical category of wordadtually due to other factors such as
phonological confusion or morphological complexityagree with Laufer that maybe it
Is not the part of speech itself which influencearhing. Yet, what that part of speech
contains may have an effect on acquisition. In otherds, the concept represented by a
noun, a verb, an adjective or an adverb may haweesaofluence on its acquisition.
Normally, nouns are more ‘imageable’ than verbsdjectives, and even more so than

most adverbs.
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The idea mentioned above is closely related tothire factor being discussed
here, that is, imageability. Gairns and Redman §)188ggest that concrete items which
can be represented visually may also be more edoabrto teach and learn than
abstract items and ideas. In the same vein, J@@€gl) found that various post-listening
tasks yielded scores three or four times highernndiecompanied by images. Studies
such as Kellogg and Howe (1971) and Gildea et )9@) compared learning new
vocabulary with the help of pictures and transkatio one case, and learning new
vocabulary with the help of pictures and definisan another. In both cases, learning
with the aid of pictures yielded better resultst,Xs@me scholars warn that these types of
comparisons should be treated with caution. Aduiligtetranslations or definitions are
not totally comparable to pictures as “pictureg pre not encoded in the same manner
as words” (Deno 1968: 206). What is more, Kellogd &lowe (1971) found that a large
minority of over 30% preferred translation overtpres.

On their part, Lado et al. (1967) recommend the lboation of pictures and
some other techniques such as translation or tiefisi The fact is that not all learners
prefer the same sources of meaning, and to conthademageability is the best way to

learn a word must be taken with caution.

3.4.3. Interlexical factors

3.4.3.1. Frequency

Frequency has previously been treated as a cntésiovocabulary selection (see section
3.2.1.1.). The reasons for its importance and ifferdnt suggestions for its use have
been discussed. In the present section, frequesicgpproached from a different
standpoint. Here, we focus on studies which exptbee effect of frequency on L2

vocabulary acquisition.

Frequency is one of the hotly discussed issueiwvdcabulary acquisition. In
the main, frequency refers to the number of timesd& occur. Occurrences can be
estimated according to different types of discouv§e can count the number of times a
word concords with a corpus of general discoursi@ onore specific compilations such
as books or didactic materials. Accordingly, we adistinguish between general
frequency and specific frequency. The former refersccurrences in general discourse
such as the British National Corpus, whereas ttterlaorresponds to word occurrences

in a given text. In this sense, it is not unusaodirid words with a high specific
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frequency in a textbook, for instance, yet a loagfrency in general discourse, and vice
versa. This is common when a second languagerisdddor a specific purpose, namely
for Medicine or Law. Words such asalpelor appealwill clearly have a much higher
frequency in these contexts than in general diseour

General frequency has proven to be a determinigprfain L2 vocabulary
acquisition (Brown 1993). Based on general frequeMeara (1992) designed a model
of frequency profile which seemed to be accuratiénway it characterized vocabulary
growth in groups of learners. According to this mlpdearners are sensitive to the
general frequency of occurrence of the words thegoenter. Logically enough, words
with higher frequency are expected to occur motenoin discourse, providing learners
with more chances to acquire them.

Yet, a large part of the L2 community learns vadaty in non-naturalistic
environments, where the second language beconmeigrf language, not a L2. These
formal contexts limit exposure almost exclusivadythe classroom. The classroom is a
microcosmos where most learning processes devdélgmsequently, the learners’
vocabulary acquisition will mainly depend on theuh provided by the teacher and the
textbook, which may or may not coincide with thegel discourse of that language.

Thus, from the standpoint of a foreign languagetexn | consider specific
frequency to be of greater interest than generaduiency, given the pedagogical
applications it may offer. In fact, especially immnaturalistic contexts of learning,
“individual texts within each corpus can vary frame to another and from the overall
frequency list which a corpus produces” (Milton 20@5). As stated above, the specific
frequency of a word may differ from general freqeenWhat is more, knowing the
number of times a word is to be encountered foustipn would help designers create
reading materials adjusted to the learners’ needs.

Unfortunately, to date, there is no agreement ennlimber of occurrences that
are necessary for acquisition. What is more, wenaibeven know whether all words
need to be encountered the same number of timasnfer of studies have focused on
this issue. Scholars have tried to determine, asrately as possible, the number of
times a word needs to occur to enable acquisiNdhat we find in this respect are
various different outcomes, ranging from 5 and 2€uorences.

According to studies carried out by Kachroo (196®)rst et al. (1998) and Rott

(1999), a word needs to appear at least 6 to &tiorethe learner to have a real chance
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of acquiring it. Rott (1999) compared three groapgearners with different amounts of
exposure to the same words — 2, 4 and 6 occurrefi¢es group with the highest
exposure, that is 6 times, was the one which ceufterience a significant degree of
acquisition. Kachroo (1962) observed that mostnlea acquired words occurring 7 or
more times. These results dovetail with those ofsHet al. (1998), showing that no
significant gains were possible for a word with &whan 8 occurrences.

Other scholars increased the number of occurretoc@sr 10 times in order for
a word to be learned. This is the case of Saragl.€1978), Reyes (1999) and Webb
(2007). These authors state that an impact on wbaab acquisition can only be
observed when the word appears over 9 times. Ratedies are even more sceptical
about the role of specific frequency in acquisitidfaring and Takaki (2003) and Pigada
and Schmitt (2006) maintain that it takes 20 oaneces or more for a significant
frequency effect to become noticeable. In lighttledse results, it appears that 2 or 3
encounters with a word imply no gaining of knowleddf is true that encountering a
word once or twice may not be enough for discermimgneaning, but it can trigger, at
least, word recognition (Hulstijn et al. 1996).fact, Nagy and Herman claim that “even
a single encounter with a word in context [mighsliput] a little big higher on the scale
of knowledge” (1987: 25). Unfortunately, theselditisteps are sometimes ignored,
mainly because of the lack of tests that are ablgetceive them. More sensitive tests
and methods are needed in order to offer more atxwanswers regarding specific
frequency.

Specific frequency can also affect other aspeicigood knowledge besides form
and meaning.Although these two elements are seen as the bdse®cabulary
knowledge (Laufer 1998), there is more to word kiealge than this. Aspects such as
grammar and syntax are also part of vocabulary kedye. In this sense, it has been
observed that different aspects of word knowledgwetbp to such an extent
independently from others (Schmitt 1998). On thsidaf this fact, we could say that
not all word aspects need the same number of caoees in order to be acquired. The
factor which is normally more sensitive to frequens orthography — experiencing
changes practically from the first encounter (W@bBbB7). By contrast, grammatical and
syntactic knowledge require more occurrences th#mography (Pigada and Schmitt
2006).
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Another important aspect to consider is that spefréquency can have an effect
on delayed retention as opposed to immediate retenlt is stated that knowledge
decreases dramatically after immediate acquisaiwh then grows gradually, eventually
getting established over time (Nagy et al. 1987¢sdarch on the role of specific
frequency regarding mid-term and long-term vocatyutatention is still in its infancy.
Nonetheless, some studies have addressed this Rstie (1999) tested vocabulary
retention on two occasions: one week and one maftédr exposure. She found that
frequency had an effect on retention, especialithereceptive knowledge of the word.
Waring and Takaki’'s results (2003) are slightlyslesptimistic. They estimated that
learners only had a 10% to 15% chance of rementdpewiord meanings after three
months, even with eighteen encounters.

In conclusion, it seems that a high number of anters with a word favours its
acquisition and retention. However, the sheer amoticonflicting results reveals two
main points. The first one is that to date “thexad set number of repetitions that will
ensure learning” (Nation and Wang 1999: 363). Témord one is that the relationship
between frequency and vocabulary does not seemyinvay unambiguous (Pigada and
Schmitt 2006: 19).

3.4.3.2. Learning context
Within the learning context, we focus on two aspeitttentional/incidental learning and
vocabulary presentation. Each aspect is discussethe present section. From a
theoretical standpoint, it is difficult to come wrips with possible definitions of
intentional and incidental learning. To make thimgere complex, McGeoch (1942)
pointed out that it was hazardous to assert tladiémtal learning can be ever found in
its purest sense. In other words, we cannot prinva subjects under incidental
conditions do not have an intention to learn. melwith McGeoch’s views, Postman
(1964) suggested that we abandon the intentiomadental dichotomy. At the same
time, he is aware of the distinction and recommeth@s concepts of intentional and
incidental learning as operational terms. Eysenates that the two terms can be easily
distinguishedvhen it comes to “the use of instructions thatesittho, or do not, forewarn
subjects about the existence of a subsequentitdrst” (Eysenck 1982: 198).

By contrast, Hulstijn states that it is not thegemce or absence of a post-test or

the learner’s intention which leads to acquisitbort “the quality and frequency of the
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information processing activities [...] which det@ne retention of new information”
(Hulstijn 2007: 271). The author focused on theaggedjical perspective of the two
concepts with regard to L2 vocabulary acquisitibhe pedagogical tenets of incidental

and intentional acquisition when it comes to L2almdary are defined as follows:
“incidental vocabulary learning refers to the leagnof vocabulary as the by-product of any

activity not explicitly geared to vocabulary leargj with intentional vocabulary learning referritggany

activity aiming at committing lexical information memory”(Hulstijn 2007: 271).

In this sense, incidental and intentional learrang considered a question of task
aim. The most recommended way to promote incidemt@hbulary learning is by means
of extensive reading (Nagy and Herman 1987; Na@r L%EXxtensive reading is related
to the input-oriented theory. Its main tenet stdked learners will make meaning-form
connections while processing meaningful and contdied input. According to Grabe
and Stoller (2002: 259) “extensive reading expolssners to large quantities of
material within their linguistic competence”. Wha& more, extensive reading is
considered pedagogically effective as it triggérs simultaneous development of two
activities at the same time, namely reading slkilisl vocabulary acquisition. Another
important pedagogical advantage of this practicetsscontribution to the learning
autonomy of students. As they read, they can mothtr own vocabulary learning.

Several studies have shown the positive effect xdénsive reading on L2
vocabulary acquisition. Nation and Wang (1999) obse that graded readers were an
important source of vocabulary learning in EFL stud. In the same vein, results in
Horst (2005) showed that participants had learmedrad 50% of the unknown words
encountered in the readers. A recent study by Rigad Schmitt (2006) pointed to the
possibility that an even higher degree of vocalyuequisition can be registered than in
previous studies such as Horst (2005).

Despite the general consensus that reading is partemt source for vocabulary
acquisition, there are some arguments which playndbis notion. For instance, Huckin
and Coady (1999) state that reading for meanings do& automatically lead to
vocabulary acquisition. In other words, we havalistinguish between the action of
guessing meaning in order to understand ideas texaand actually retaining that
meaning once we continue reading: “one can figuneé what a word means for

immediate comprehension purposes without retaiamglong-term memory of the
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meaning or even the form of the word, once theingathsk is completed” (Read 2000:
60).

Moreover, there is no need to understand the mgasfievery single word in a
text (Zahar et al. 2001). We can skip the wordsdde@ot understand simply because we
can get the gist of the text without them. The fienhef extensive reading have been
relativized, especially when extensive reading asnpared to reading activities and
supplementary word-focus activities (Knight 1994uter 2000). There is more to the
relationship between extensive reading and vocapudequisition which warrants
further research. What is clear for now is thaeagive reading may play a role in L2
vocabulary acquisition, but this role is still “wepictable and not necessarily the most
effective” (Paribakht and Wesche 1997: 175).

Given this situation, scholars have emphasizedirtigortance of making L2
learners aware of their vocabulary learning taskl #&maching them strategies for
vocabulary learning (Hulstijn 1997; Sokmen 1997hus, intentional vocabulary
learning promotes attention and focuses on formg¢hvis one of the first steps towards
processing information.

Criticisms about intentional vocabulary learninge acommon in academic
literature. Prejudices against this practice inelutifinitions such as this one, where
intentional vocabulary learning is viewed in thédwing terms: “[it] removes the word
as completely as possible from any communicativeesd that might help the learner
remember and that might provide some notion ate the word is actually used as a
part of the language” (Oxford and Crookall 19901®- In line with this idea, Judd
(1978: 73) states that words taught in isolatian generally not remembered. This type
of idea is partly influenced by the Communicativethbd, which, to a degree, promotes
a naturalistic context of learning where the stidsnexpected to learn by means of
communication, in a similar fashion to the L1. Hoere a word that is learned in
isolation does not necessarily mean that it witl ln® used for communicative purposes.

Another widely held belief is that time spent omlksit vocabulary teaching is a
waste as “few words are retained from those whiceh laarned or taught by direct
instruction” (Harris and Snow 2004: 55). Many selislsupport this idea on the basis of
students’ vocabulary size results. They state thatamount of L2 vocabulary that
students must know cannot be explicitly taught, #mat most vocabulary has been

acquired implicitly. However, there is evidencetttihe vocabulary uptake from truly
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incidental exposure is usually negligible and sasfid learners acquire large volumes
of vocabulary from words explicitly taught in thiagsroom” (Milton 2009: 4).

As we have seen, both incidental and intentionabialary learning have been
used in the vocabulary learning/teaching procesd,emch of them has their supporters
and detractors. Regarding the ideas above, thenagsto deal with vocabulary learning
would be to adopt a complementary perspective whielnges and reinforces the two
types of acquisition. This would give rise to sodiigerent kinds of knowledge: focused,
efficient and in the case of intentional learnirgljable and multicontextual knowledge
which allows one to use words in appropriate caist@dation 2001).

We now turn to vocabulary presentation and ittuerice on acquisition. There
are numerous ways in which L2 vocabulary can bsegmted to students. Two of them
are commonly adopted by teaching material desigimersrder to promote learning.
These two approaches are in-context presentatidsemantic grouping. With regard to
context, Miller (1992) distinguishes between thrdéferent types of contextual
information: situational, topical and local. Thetusitional context stands for the
speaker’s world knowledge. It provides the deittformation necessary to carry out the
goals and purposes of a specific communicativeract®n. The topical context
represents, to a certain degree, the topic on wthiehiext is based. This type of context
is especially useful for the disambiguation of peljmous and homonymous words.
Some words have different meanings in texts abdterent topics. For instance, in a
sports-related text, the wolht will almost surely refer to the object used toanball in
baseball, whereas in a text about veterinary seietie same word is likely to refer to
the nocturnal flying animal. My final point is abiothe local contextual information
provided by the words in a text. This type of im@tion is also known as co-textual,
and it helps to clarify the meaning of words tha anfamiliar to the reader.

My intention here is not to contest the valueitfagional and topical contextual
information but rather to focus on the local comtexwill explore how language
contributes to the acquisition of unknown vocabyliar a text. Studies such as Christ
and Petrone (1977) and Gipe (1979) have proven th@Mocal context can provide
support for L2 vocabulary learning. Christ and Be¢r compared the presentation of
vocabulary in context with the presentation of newsrds accompanied by their
definitions. Gipe, on the other hand, compared extnwith dictionary searches. In both

cases, context was more effective than the othemethods.
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Although the positive effect of context has beesesbed, Mondria and Wit-de
Boer (1991) fine-tune this idea by stating thas ithepregnantcontext which can really
benefit vocabulary learning. Th@regnantcontext is a type of local information which
adopts the shape of word definition. However, sauhors have themselves identified
potential limitations with regard to this kind afrdext. For instance, it has not proven to
be very effective in terms of delayed retentiorwdts suggested that this ineffectiveness
was caused by a lack of mental word associationsnwhbkarning from this type of
pregnant context. Put another way, a definition-like préaéon does not appear to
prompt cognitive effort or deeper processing. Aosel limitation of thepregnant
context is that it is not the norm in texts. lbidly found in pedagogically designed texts,
that is to say, it does not usually arise spontasigo

Despite the advantages that context may offer &2akulary acquisition, we
cannot always rely on this technique. In fact, eshtan even become a double-edged
sword. Laufer (1997: 27) comments on some factmsdondition the role of context in

L2 vocabulary learning:

* Nonexistent contextual clues. Not all contexts pteclues for the words
unknown to the reader. As stated above, phegnant context is an
exception to the norm, unless we are dealing witdgd readers or
specifically designed materials (Kelly 1990; Berssan and Laufer
1984).

* Unusable contextual clues. This second case ptonthe existence of
some clues for the unknown word; however, thesescéue not known by
the reader, which means that they can be considesetess for the
reader. In fact, it is estimated that vocabulagrmérg from context is
only possible and reliable when the student undedst between 95% or
98% of the text (Laufer 2005). This means thatl&aener must know at
least 3,000-3,500 words in order to be able torinfeaning in authentic,
non-specialized texts (Nation 1990). This situatlmegs one question:
what about the beginners? Are they able to makeofisentext? Nuttall
(1982) compares the situation of the low level neas to a ‘vicious
circle’. As the beginners’ knowledge of the foreitanguage is very
limited, it is difficult for them to learn new vobalary from context. If
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they do not know enough vocabulary to learn newmmgg from context,
they cannot increase their vocabulary size. THuthely cannot increase
their vocabulary knowledge, they cannot make useooitext. This is
known as thébeginners’ paradoxin this case, some explicit vocabulary
teaching is required before they are able to usgegbas a learning tool.
Misleading and partial clues. Sometimes the leamistakenly thinks
he/she has inferred the meaning of an unknown wewdinstance, if we
think we know the meaning of the words around aknown item, our
guessing may be completely wrong because of ouusei®f context.
Alternatively, it may also be possible that we qaartially infer the
meaning of an unknown word, albeit we have notlyegtasped its
meaning. The sentendke cyclone crippled the harbous an example.
We think thatcrippled must mean something negative for the harbour, as
we know that a cyclone is a destructive meteorckigphenomenon.
However, we do not really know the meaningcapple. The contextual
clue has only provided us with partial knowledgetted unknown word.
Therefore, learners must be aware of these misigaati partial clues, as
in Laufer’'s words: “what looks right may be wroramnd reliance on what
iIs more or less right may sometimes produce anspoesible
interpretation” (ibid. 30).

Suppressed clues. Sometimes the learner does rka usa of the co-
textual clues simply because he/she does not meetheir background
knowledge (topical context) prompts them to expatertain type of
information, which means that they end up autoralijicdisregarding

other information.

As we can see, we should approach with caution Har@s suggestion that

vocabulary learning will occur naturally from expos to the L2 (Krashen 1989). What

IS more, stating that context contributes to L2almdary acquisition is too ambiguous

an assertion. A more accurate statement would lsaydhat context is effective under

certain circumstances.

A second way of presenting vocabulary is within aetit groups. However, the

use of semantic settings is not free from contreyeArguments for and against this
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practice are found throughout literature on L2 \mdary. There are a considerable
number of studies which oppose semantic groupirigh@m 1993; Baddeley 1997;
Waring 1997; Tekin and Erten 2008). They all agites semantic grouping promotes
cross-association among words. The detractorsisftéichnique affirm that presenting
words which are semantically related might set ksaner on a confusing path:
“presenting new vocabulary that belongs to the saamantic set together may cause
interference due to cross-association and may bireter vocabulary learning” (Tekin
and Erten 2008: 207). Waring (1997) even argues$ Voaabulary presentation in
semantic groups is basically due to conventionshaumlogy and convenience, and that
there is no real empirical evidence that provdgg a significant and positive effect on
vocabulary acquisition.

However, there is a firm belief among scholars that mental lexicon may be
organized into semantic groups. Accordingly, vodalyupresented in semantic sets can
possibly reflect the natural organization of thentaélexicon (Aitchison 1996). If this is
indeed the case, then two main advantages can tdeedlefrom presenting items
organized into semantic groups. First, the learmigsome words would probably
reinforce the learning of others (Haycraft 1993)cé&hd, learners would be engaged in
deep mental processes as they have to distingeistebn words which share certain
semantic information (Craik and Lockhart 1972).

Nonetheless, there are still some gaps with reg@ridhe effects of presenting
vocabulary in semantic groups. Sanchez (2004) arldnTand Erten (2008) propose
some solutions to this controversial issue. Sancheggests organizing the semantic
settings by taking into account the cognitive dspon of the L2 learners. On his part,
Tekin and Erten (2008) proposes presenting vocaputa thematic sets instead of
semantic ones. They offer an example in order topaoe these two group types. A
typical semantic set would contain words suclsaaf, tie, coat pantsandskirt, all of
them garments. By contrast, a thematic set wouldprse words such asweater
changing roomtry on, wool andstriped They are all words related to the semantic field
of clothes, but they do not share a superordireata,twhich at the same time is shared
by the semantic group.

Beyond the debate about these two techniques, aheystill widely used in
different learning contexts. Their extended usesdu@ mean that everything there is to

say about learning vocabulary in context or in ssimaets has been said. Nevertheless,
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more research is needed in order to optimize these methods of presenting

vocabulary and their effect on learning.

3.4.4. Extralexical factors

3.4.4.1. Age

Attention given to age with regard to SLA variepeeding on the linguistic branch
involved. The age factor has been given pride atelin syntax, morphology and
phonology, but has been left on the sidelines icabalary: “the age factor as it relates
to second language lexical acquisition is not atenahat receives a great deal of
attention” (Singleton 1995: 10). Some scholars haeel to find an explanation for the
dearth of studies which directly relate L2 vocabyland age. Miralpeix (2006)
mentions two possible causes. First, vocabulaagagiired explicitly on many occasions
(Hulstijn 2003), especially among adults. Thishge treason why it is apparently less
related to age than to other areas such as phonotogyntax, where age is an important
determinant. The second reason has a neurolingd@indation. It seems that the age
factor exerts more influence on the areas of thenbwhich control grammar rather than
those which control vocabulary (Miralpeix 2006).

The lack of concrete ideas about L2 vocabularyusttipn in relation to age
means that scholars tend to adopt the popular adelywsed thought ‘the sooner the
better’, which is based on the well-known Criti€adriod Hypothesis (CPH). According
to the CPH, “there is a period of neurological §aage readiness’ with rigid limits
outside of which language acquisition of any kigdlifficult” (Singleton 2001: 82). This
tenet was initially put forward to account for puomciation differences observed
between young and adult L2 learners.

The CPH was extended to other Second Language aueasas vocabulary,
without any real evidence to support the age effiacthis sense, it was to be expected
that an early start in Second Language Learningufvdelp pupils to acquire a wider
vocabulary” (Burstall et al. 1974: 69). Similarlgnow and Hoefnagel-Hohle (1978)
observed that although their late starters seemggetform better in the short-term,
early starters would probably end up overtakingrthe

While the belief that ‘the sooner the better’ maygrtrue for some linguistic
areas, we have to take into account the fact tbatah Second Language branches

necessarily develop in the same way. Studies byadanet al. (1980) and Singleton
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(1995) showed that better immediate performandatin starters is also maintained in
the long term. What is more, recent studies of iShghs an L3 in Catalonia and the
Basque Country have gone further by claiming thenmeo significant difference in L3
vocabulary size between early and late startergi@d2006).

A possible explanation for the success of latentesta observed in the
aforementioned studies might come down to the exgdiarning processes found in
adults and teenagers. The development of theirdc2lwulary knowledge seems quicker,
more efficient and clear to the eye (Torras 2008ford and Scarcella (1994) comment
that adults find it easy to learn vocabulary beeath®ey are not limited by conceptual
abstractness, as children may be. These tenet®aalegree, related to Piaget’'s theory
of cognitive development (1947). He did not speaifly focus on language learning or
indeed Second Language Learning, but his ideas bheer, and still are, referred to in
the field L2 education. Piaget proposes seven tiognstages experienced by human
beings: sensimotor (from 0 to 2 years), pre-opanali (from 2 to 7 years), concrete-
operational (from 7 to 12 years), and finally, tfeemal operational stage from
approximately 12 onwards. This is a key stage wihenchild starts thinking in more
abstract terms and starts using deductive-hypathatiking.

If we ‘transpose’ Piaget’s considerations to theldfi of L2 vocabulary
acquisition, we could say that adults and oldeldclin have the advantage of being able
to deduce from rules, for instance, in word formati Being aware of this type of
phenomenon helps learners acquire new words in t2eiFor instance, people at the
formal operational stage are able to understartdutiea/oidablederives fromavoid The
prefix un plus the verbavoid and the suffix able give rise to a new word like
unavoidable By contrast, young children are unable to undestwhyunavoidableis
related toavoid This example illustrates the main problem atdbecrete-operational
stage. It is not until the age of 12 that the cisléble to relate systems and coordinate
different perspectives by formulating rules.

In conclusion, even though the age effect is onth@imost explored topics in L2
acquisition, there is still a long way to go witkbgard to vocabulary learning. Recent
research supports the idea that an early start beagignificantly better for some
linguistic areas, namely pronunciation, but thisidé necessarily the case for all aspects
of L2 acquisition. Vocabulary acquisition might peoadvantageous for an early or late

start, but other interrelated factors could alsy role in the learning process. There is

110



Chapter 3

definitely a need for further research on L2 vodalyacquisition and age, with an

emphasis on how and to what extent age and otbenr$ainteract.

3.4.4.2. Gender

There are many studies which address Second LaeagAaguisition in relation to
gender (Alcon 1996; Bacon 1992; Berton 2007; Bla0R2; Brantmeier 2001; Ekstrand
1980; Sunderland 2000). Most of them point to ttheaatages female learners have over
male learners in terms of L2 acquisition. This idean line with the traditional belief
that girls are generally better in human sciencekslanguages, whereas boys are better
in technical sciences and maths.

Research on gender and SLA has traditionally fedusn areas other than
vocabulary acquisition. Few studies have speclficdéalt with this relationship and
those which have differ in their aims, scope amactgsions. Some of these studies show
significant differences between girls and boyseimms of L2 vocabulary. Although most
of them comment on the girls’ superior performatiimménez Catalan and Ojeda 2008;
Jiménez Catalan 2003; Jiménez Catalan and Moredd; 2iménez Catalan 1992;
Loulidi 1990; Place 1997), there are a few casesrgvimales outperform females.
Hurlburst (1954) found that boys were better abgeition and recall tasks. Along the
same line, Edelenbos and Vinjé (2000) observed libgts learned words faster than
girls.

Nonetheless, these studies where boys do betteigiHa are the exception to the
rule. Most studies show female superiority. Fotanse, Jiménez Catalan and Moreno
(2004) found that Elementary Education girls ouimened their male classmates in a
vocabulary association task, where girls acquirétiost the double amount of
vocabulary than boys. What is more, not only is dEmsuperiority registered in
controlled activities such as association tasks,ths also recorded in free production,
where girls show a wider vocabulary range and ddrighumber of tokens in their
written work (Jiménez Catalan and Ojeda 2008). Harethese differences should be
taken with caution. The authors themselves recegthnat girls and boys have different
interests. Girls are normally more interested ipid® such as love or family, whereas
boys tend to focus their attention on terrorismunemployment. The writing task in
Jiménez and Ojeda’s (2008) study asked the student$escribe themselves, their

family and friends. Perhaps this topic fits inte thterests of the girls more than the
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boys. If we take this to be true, then this coudvéhinfluenced the higher range and
amount of vocabulary found in the girls’ composiso

Vocabulary differences between girls and boys ggobé the product and can
also be studied in terms of the process. For igstafiménez Catalan (2003) observed
that the vocabulary strategies were more numerodsvaried in girls than in boys.
According to Grace (2000), this difference betwegts and boys may be due to the
different learning processes that they adopt wlem§ vocabulary acquisition. In the
study by Grace, male participants prefer L1 trdimla whereas most girls opt for
contextual guessing. In this regard, Agustin (208&nments that male and female
divergences regarding vocabulary might not be tatale, but more a question of
learning pace. Nonetheless, this last idea merdsemesearch before we are able to
reach solid conclusions.

However, female superiority in L2 vocabulary acqios is not always given.
Some studies have shown that the differences amt as striking as expected
considering girls’ superiority in second languagarhing” (Agustin et al. 2005: 39). No
significant divergences were found in receptivevb2abulary size between Elementary
Education boys and girls (Jiménez Catalan and Zasr&008; Agustin et al. 2005).
Even though males and females can differ in thgar@ach to vocabulary, results can be
quite homogeneous between the two groups (Gradg) 200

Yet Jiménez Catalan (1992) states that as chilgetrolder, gender differences
seem to become more noticeable: “greater diffeiefinel2 vocabulary acquisition] are
found in older learners” (Jiménez Catalan and kasa&008: 18). Accordingly, we can
consider the possibility that gender and age amebow interrelated. Studies which
focus their attention on these two factors andrtivdierrelation would be of great

interest.

3.4.4.3. Learning style

There is empirical evidence to suggest that notyeve learns in the same way. Our
own experiences as teachers and/or learners shtvatusot all pedagogical approaches
and teaching techniques exert the same effectl@tualents. This fact can be explained
by the different learning styles and methods ofcpssing information that have been

identified by scholars.
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On the basis of human senses, Dunn (1983) desdabesdifferent channels
through which information is collected and proceéssaésual, auditory, kinaesthetic and
tactile. Visual learners mostly learn through sgewvhereas auditory learners rely on
listening; they benefit from tone, pitch and speBy.contrast, tactile and kinaesthetic
learners are normally discussed together, as b@hbased on physical contact and
world examination. In other words, tactile and lasietic learners collect information
by touching, moving, tasting, smelling and doing.

In the 1990s a more elaborate theory was presdatedardner (1993). It was
called the Multiple Intelligences theory. Unlike iy Gardner’s theory explores types
of intelligences and not channels, for this thewydeep-seated in the cognitive
framework. He offers a more detailed and variedcdpeson of the different ways
information can be processed and acquired. Theoauttentifies eight types of
intelligences: verbal-linguistic, logic-mathematienusical, kinetic, visual-spatial,

interpersonal, intrapersonal and naturalistic {abte [15]).

Intelligence Definition

Verbal-linguistic  Linguistic sensibility in the drand written dimension

Logic- Ability to track down patterns, to discern deduetwvand logically
mathematic
Musical Ability to recognize and reproduce melodasl tones. It is closely related to the

verbal-linguistic intelligence

Kinetic Ability to use the body in order to exprédeas and solve problems
Visual-spatial Ability to identify, retain and regsent shapes, colours and sizes
Interpersonal Ability to understand the other'difegss, movements or intentions
Intrapersonal Ability to know yourself: your wealsses and strengths
Naturalistic Ability to identify animals, plants,anhines or tools in general

Table [15] Types of intelligences. Multiple Intgiéinces theory (Gardner 1993)

However, the fact that one learning style or o tgf intelligence predominates
in a human being does not mean that others areletghpabsent. In other words, there
is one learning style which stands out in eachviddial, but we should not err in
thinking that the learner cannot process infornmatio any other way. In fact, students
might resort to, or develop, other intelligencexbannels, since they are by no means

incompatible.
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In conclusion, taking into consideration the waarhers collect and process
information is of paramount importance in pedagabierms. Institutions, material
designers and teachers should adapt, as much wscéime L2 vocabulary teaching
methods and materials to the different learnindil@othey will come across in a group
of students.

3.4.4.4. Memory

There are different — in some cases even oppositigeeries about the nature and
development of memory. A detailed discussion ofhetheory is beyond the scope of
this chapter. Instead, | will offer a general pedjve on the role of memory in L2
acquisition, especially with regard to vocabulary.

In the theoretical discussion about memory almogryhing has changed,
except for its definition (Reber 1985). | have apwlated the main descriptive aspects of
memory from definitions offered by two experts: Batky (1990) and Loward (1990).
Both scholars agree that memory is (1) a cognabidity that (2) is applied deliberately
and consciously (3) with the aim of reproducingomfiation (4) accurately (5) in a
specific moment. In turn, Tulving (1972) tweaks thefinition of memory by
distinguishing between episodic and semantic memdiye former consists of
remembering specific facts, for example, one’st fkiss, whereas the latter refers to
linguistic and world knowledge in general, suchbasg able to name some Spanish
rivers.

The role of memory has waxed and waned throughtwet history of
methodology in general, and L2 vocabulary acquisitin particular. The Grammar-
Translation Method (GTM) and the Audiolingual Meth@gave pride of place to
memory. Students had to memorize vocabulary Iistbe case of the GTM and practice
the well-known drills promoted by the Audiolingudkthod.

These techniques fell by the wayside with the athw#nthe Communicative
Method. Memory went from being a guest of honoubéng near the bottom of the list.
In a sense, this was to be expected. On the org Hanrejection of memory turned out
to be a natural reaction against the previous nasth@n the other hand, memorizing
without understanding and reasoning is not wortkevin the mid and long-term. In
other words, “if by rote learning is meant repetiti of information without

understanding the meaning of the information beempated, then rote learning will
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hardly have a useful place in the L2 curriculum”ul$tiin 2007: 280). Thus, the
introduction of unrelated words contained in vodabulists — as it was done in the
GTM — would barely help students retain them. Sanhyl the audiolingual drills which

were memorized without any kind of reflection oteatpt at understanding would not
likely lead to mid and long-term acquisition.

Nowadays, not only has memory fallen out of favdumi it has even been
considered counterproductive in L2 vocabulary asitjon. This situation is well
illustrated by a statement Stevick made, which gasted with the approval of Lewis
(1994: 118): “if you want to forget something, fuih a list”. Stevick’'s words show the
“abhorrence” (Hulstijn 2007: 280) towards memoryieir has dominated SLA in the
last 30 years.

Contrary to Stevick’s ideas, memory has recentlgven paramount to L2
vocabulary acquisition (Loward 1990; Jiménez Catal®98; Sanchez 2002, 2004).
Memory plays a relevant role at all stages of laggulearning, but it is especially
important at the beginning of the process. In fagctne of the first signs in the learner’s
interlanguage consist of several formulae and wieskeacts that have been stored as
complete units, where learners sometimes do nat kmew exactly what the members
of these units mean separately (Torras 2003).

The efficiency of memory is closely related to atien, motivation, association
and systematization. In this regard, if we wanttmember a new L2 word, the first step
should be to pay attention to that word — nowadaysvn as noticing. Motivation also
has a bearing on memorization, as it is intimatefyed to attention. That is, if we are
interested in a word, we are expected to devotetime and attention to it (Baddeley
1990).

As for association, Aristotle had already pointedthe importance of this
element in his explanation of memory processes.eldéwenturies later, evidence
showed that the memory stores information in naxlglennected by links which allow
the interchange of information. Accordingly, memahould not be seen as just a large
store where pieces of information are kept; ratliters a net where information is
categorized. Thus, the better organized and convated the nodules are, the more
efficient memory will be.

Sanchez (2002, 2004) offers an interesting attetopshow how memory

associations work. She implemented a new vocabtgaching technique with the aim
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of influencing the way learners stored and assediaew vocabulary in their mental
lexicon. This technique consisted of presenting rtarget words in diagrams and
semantic maps which would presumably imitate thdivealearner’'s cognitive
association of that vocabulary. Her hypothesis thas vocabulary presented this way
would be better for acquisition. The hypothesis veasmfirmed, and this kind of
instruction proved to be more effective for therteas’ vocabulary retention than
traditional, non-native presentation (more abousoemtion in chapter 2, section
2.3.4.1.).

With regard to systematization, the work of theghmjogist Ebbinghaus (in Ellis
1994) is worthy of mention here. He claimed thatnmmogzation is more effective
through systematic repetition. This repetition ddobe organized according to a
schedule. The most critical period for memorizai®the first 24 hours after the initial
contact with the word. During this period, up t&@80f information may be forgotten.
When the critical period has passed, the ratergietting gradually slows down.

Hence, in Meara’s words, “forgetting what a wordam®is just as much a part of
the vocabulary acquisition process as remembetingVieara 2004: 215). De Groot
(2006) wanted to find out how much information loe@n lost one week after advanced
university students of Dutch had memorized a gmfu? words. He discovered that the
amount of knowledge which had been lost varied f&9%06 to 40% — which is not the
high figure of 80% observed in the first 24 holmst it is still relatively high.

In turn, Waring and Takaki (2003) took De Groottady further in two ways.
First, they analysed the behaviour of vocabulargwiedge at three different points in
time: immediately after encountering the words, week later, and three months later.
Second, they focused on three different aspectsvafd knowledge: word-form
recognition, meaning recognition and translationey observed that there was a higher
loss of knowledge one week after the encounter twmpared to three months later.
These results seem to confirm the gradual stabdizaf knowledge over time.

Despite advances in memory investigation, thereseileimportant gaps which
need to be addressed. Memory will perhaps becomeffanent or, dare | say, a
fundamental tool. The only condition is that moeseaarch on this issue is needed.
Current advances in the field of Neurolinguisties delp find solid answers. Results
from this kind of inquiry will allow us to make aptal use of this potentially powerful

instrument of cognition.
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In conclusion, it seems that L2 vocabulary acqoisitcan be affected by
different types of factors. They are classifiedoiihree categories according to their
nature. It is important to state, though, thatdffect of each of them stills remains to be
firmly established (see figure [8] for a graphipmesentation of all the factors being
considered).

Learning
context

Extralexical Interlexical Intralexical

Fig. [8] Intralexical, interlexical and extralexidactors in SLVA

3.5. General Conclusion
The present chapter addresses three of the undergsnon which L2 vocabulary
acquisition relies: what learners should learn gprigtion), what they really know
(description), and some factors which potentiafifiluence L2 vocabulary acquisition.
With regard to prescription, we have highlightedeguency, distribution and
functionality as the main criteria for vocabulamlection, as well as the role of the
curriculum and the textbook, given that they are iiain regulating factors of foreign
language input.

The section devoted to description looks at tiikemdint studies which reflect the
gap between what is expected from students and rbality with respect to learning.

Finally, the third part of the chapter focuses @eaes of factors which can, to a degree,
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determine L2 vocabulary acquisition. It has beeggssted that these factors are not

completely independent from each other, and soteeaiction among them is expected.
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Chapter 4
The Study: Hypothesis,
Research Questions and
Method

4.1. Hypothesis Generating
The present study raises the following hypothesis:

Non-systematic presentation of vocabulary mightab&ted to vocabulary learning.

4.2. Research Questions
If non-systematic presentation of vocabulary iswedd to vocabulary learning, then the
following three questions need to be answered:

1. How many words are acquired?

2. At what rate are they acquired?

3. Which words are acquired in terms of frequency @isttibution?

4.3. Method

4.3.1. Introduction

The method addresses the different steps followebda development of this study. The
present section is made up of six main parts: tegd, the variables, the sample, the
instruments, the procedure, and the statisticahnigcies to be applied in the data
analysis.

The first part describes the nature of the reseaathed out in the study. The
second part introduces the dependent and independenable, which constitute the
basis of the study. The third part of the methoscdbes the sample of participants and
their learning context. Instruments are discussegart four. They are classified into

different sub-sections depending on their functiime way these instruments are used is
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explained in the procedure section. Finally, aroaat of the statistical techniques used

in the data analysis is provided.

4.3.2. Design

The design of the current study relies on a contlwnaof primary and secondary
research. According to Brown and Rodgers (2002mamy research deals with original
data, whereas secondary research is based ongpépiucal resources such as scientific
books and papers. A sample of secondary researcvedound in chapters 2 and 3,
where the theoretical bases of the present stuglgstablished. On its part, we can say
that primary research starts here, with the methblois chapter offers detailed
information about th@ow of the study.

The study seems to straddle descriptive and qua®renental design. On the
one hand, it is descriptive in the sense that @xisected to portray “an accurate profile
of people, events and situations” (Porte 2002: A7jescription of the quantity and the
rate at which vocabulary is acquired in the classre- which is the case of this study —
does not seem too simplistic or far-fetched, esfpgcgiven the limited number of
studies which explore this issue in depth. Indeeedjescriptive study like this can
provide the background from which analytical, expental, or quasi-experimental
studies may emerge.

On the other hand, the study can be classified uasigxperimental. Quasi-
experimental design is recommended for the soama Buman sciences. Wuensch
(2003) states that “sometimes, you cannot accompisdom assignment, especially
when dealing with human subjects” (2003: 1). Tkisvhy quasi-experimental designs
are applied in educational contexts where groujs rarmally pre-established, and
where it is rather impractical — even impossibte deal with the whole population.

Quasi-experimental studies are developed in naamakonments. In this sense,
they do not suffer the same problems of artifityaks compared to well-controlled
laboratory settings. In a sense, their findings hnige applied to other subjects and
settings, allowing for some generalizations to lae&lenabout population.

However, causal inferences should be always treptedisionally and with
caution. In fact, Campbell (1963) refers to quagiezimental designs agqueasy
experiments because they give experimental puaisgseasy feeling. Along these lines,

Trochim warns about “their inherent messiness apdtgr susceptibility to threats of
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internal validity” (Trochim 1998: 407). Despite $heriticism, Shadish et al. hold that
researchers — especially those interested in iigadistg applied research questions —
should move beyond traditional experimental desagnd take advantage of the
possibilities which are inherent in quasi-experitaédesigns (Shadish et al. 2002).

Normally, quasi-experimental studies compare two rmapre groups of
participants who find themselves under certainucitstances. The present study does
not compare two groups, but, in a sense, can bsidened quasi-experimental, the
reason being that there is one group of studentsamt pre-tested and post-tested after
receiving certain vocabulary treatment based ongsystematic input.

4.3.3. Variables

4.3.3.1. Dependent variable

The dependent variable is defined as the main Mari®m be measured or observed. In
this case, it corresponds to the students’ acguisibf target words contained in the
coursebook. Word knowledge is understood in reeeptind productive terms (see
chapter 2). Acquisition is tested regarding thereds ability to recognize a form and

link that form with its L2 or L1 equivalent. Herejord knowledge is understood as a
construct made up of different aspects. Each ofmtlmnstitutes a type of word

knowledge which is measured by an instrum@ee section on instruments for further
information about the dependent variable and tipegyof word knowledge which are
tested).

4.3.3.2. Independent variable

The independent variable is the element that ieeved to relate to, or influence, the
dependent variable. In the present study, the iendgnt variable is the coursebook that
is followed by the learners. There are some whorcthat this type of materials may
take the initiative away from the teachers (Rickat@893; Brumfit 1979) and can never
satisfy local needs (Allwright 1981; CunningswoB95). We will not get into the
debate about the pros and cons of using textboetes Information about this topic can
be found in chapter 3, section 3.2.2.2. Controvessge, it is a fact that the coursebook
is one of the protagonists in the EFL classroommstituting the basis of the course in

general, and of the lesson in particular.
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The textbook which is used in the study is entitBays 3(Macmillan 2004).
This course is specifically intended for young ERarners in their third year of
Elementary Education. It enjoys a high degree g@iutarity among English teachers and
the student community. In additioBugs 3 is widely used in Spanish schools. The
present section deals with this textbook in depitst, a general description Bligs3 is
offered, where the method, the structure and theites of the textbook are discussed.
Second, vocabulary input is addressed, presentohgfaaled account of the quantitative

and qualitative aspects.

a) BUGS 3:GENERAL DESCRIPTION

Bugs 3targets EFL students in their third year of Eletagn Education. It is part of a
general project comprising six different levels @efhiaim to fulfil the students’ needs at
the stage of Elementary Education. This EFL texktb@mries is internationally
recognised and is used in EFL teaching context®any countries around the world,
Spain included. The Bugs project is divided intceghparts corresponding to the three
Elementary Education cycles in Spain: first cy@e8(year olds), second cycle (8-10
year olds), and third cycle (10-12 year old)gs 3is the third coursebook of a series
published by Macmillan in 2004.

The coursebook relies on the development of comeatine skills and language
use together with sociocultural asped@sigs 3focuses on the gradual introduction of
reading and writing skills by means of short amdde texts. As for the sociocultural
aspects, the coursebook reflects customs, traditaomd personal relationships. It also
promotes effort and self-confidence. According lte tlidactic guide of this textbook,
Bugs 3pursues the following general gdils

» To encourage students’ interest in the Foreign Lagg

* To develop students’ ability to understand andeado oral messages

 To enhance students’ use of verbal and non-verbategses in order to

communicate

» To develop students’ practice of intensive and resitee reading of short and

simple texts

* To help students to write very short and simpléstex

* This is an English translation of the general g@abposed by the didactic guideBfgs 3 which is
published in Spanish.
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* To develop students’ ability to identify and repuod phonetic patterns and
rhythmical patterns in the Foreign Language

* To enhance students’ awareness of the value oftineign Language as a
means of communication

* To encourage students’ use of Information and Comaation Technologies

as a way of developing and reinforcing Foreign lLeagge learning

Bugs 3makes use of the story as the organizing axigsotantent. The story
establishes the linguistic context for the intrathut of input in each unit, motivating the
students and involving them in different readingk&a It also prepares them for very
simple writing tasks. Stories iBugs 3adopt the comic book format in an attempt to
look familiar to the students and attract theiemtiion. Three types of stories can be
found in Bugs 3 humour, fantasy and everyday situations. They iaspired in
consolidated literary genres for children, where firotagonists are bugs, children,
animals or fantastical beings.

The coursebook focuses on the integration of the fmasic skills: listening,
reading, speaking and writing. Each activity maifdgters the practice of one skill or
the combination of several skills. Listening tagks based on songs, rhymes, poems and
dialogues where vocabulary and linguistic strucgtuege introduced. Most of the
listening activities are based on the story. Thédmm listen to the story before reading
it. From the very beginning they are encouragedntike predictions about what is
happening by looking at the pictures related tostiogy. This activity helps them to gain
an overall understanding of the story. Phonologi&dls are also developed by means of
word repetition and different rhythm games wher®nation and syllable accents are
practiced. The speaking tasks focus on establistiiegbases for the communicative
discourse, which will be developed over the follogviyears. In this sense, children are
encouraged to use English by singing songs antingg@oems or rhymes.

Regarding reading and writing, the coursebook isetaon theshared reading
technique, where the teacher reads the story aibild the children listeh At the same

time, the children are encouraged to look at tike The teacher’s function is to focus

® The shared reading model was developed by Holdd®@&9). According to Wells (1986), this type of
reading is a critically important factor in younkildren's reading development.
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on the form of the words and their meanings. Spetintion is also given to the
sound-letter patterns and the differences betwkennritten and the spoken form. As
stated above, in the case of writing, the tasksvarg simple, basically restricted to the
word level.

Bugs 3consists of eight didactic units plus one intrddug section. The set is
completed by two special sections about ChristnrmalsEzaster (the Pancake unit). Each
didactic unit deals with one or two different maapics which are intended to capture
the students’ interest as well as help them imptbe& communicative abilities. As an
attempt to accomplish these two characteristias uthits deal with topics such as food,

sports, family and school (see table [16] for theplete list of topics).

Topics
Introduction Introducing yourself + Numbers
Unit 1 Pets + School materials
Unit 2 Clothes + Family + Halloween
Unit 3 Wild animals + Body parts
Unit 4 Food
Unit 5 Sports + Numbers (II)
Unit 6 Daily routines + The time
Unit 7 Holidays + The weather
Unit 8 Stories + Story characters

Christmas section Christmas presents + Typicalgfihas objects

Easter section Typical Easter objects + Pancakpeaec

Table [16] Topics inds 3

Each unit is divided into seven lessons which shis@esame general structure:
 Lesson 1. Some target vocabulary of the story esemted to the students.
There is an introduction to the main topic of therg in order to help the
children understand the story in the following tass
» Lesson 2. The focus is on the story itself. Theysts listened to and visual
support is provided in order to help understanding.
* Lesson 3. The students listen to the story agaththen read it for the first

time.
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* Lesson 4. The main topic of the story is furthervedeped with an
accompanying song, where new vocabulary is normahyroduced.
Afterwards, different textbook activities are prgpd.

» Lesson 5. This part of the unit is devoted to tvansal issues. The children
read a short text about an issue related to the topic of the unit. Afterwards,
some activities are proposed.

* Lesson 6. This lesson consists of pronunciatiorctime and extra activities
about the different elements covered in the unit.

» Lesson 7. This is considered the self-evaluatiesde where the teacher can

check how much knowledge the students have acquireaich didactic unit.

b) BUGS 3VOCABULARY INPUT

Vocabulary is introduced both implicitly and exjiig by means of the different stories,
texts and activities contained in the coursebddikgs 3presents the same number of
activities in all main units. Units 1 to 8 each lude 10 activities. The number of
activities is reduced to 5 in the case of the bhiiction and Christmas sections, and to 4
in the section devoted to Easter (see table [17]).

In general terms, the activities are designed tprawve the linguistic and
sociocultural development of the English learnEmusing on the linguistic content, the
activities combine the practice of skills with vbcéary learning. These activities are
mainly integrative in nature, where at least twillslare involved and where vocabulary

is treated both receptively and productively.

Introduction Ul U2 U3 U4 U5 U6 U7 U8 Christmas Easter Total
Textbook 5 10 10 10 10 10 10 10 10 5 4 94

Table [17] Number of activities in Bugs 3

The receptive approach to vocabulary — as it is@reed in the activities — consists
of processing information, such as is the case \istening to and reading the main
story of the unit or identifying the different wardn the story. With regard to the
productive approach, it is still highly controlledh other words, it is based on
dichotomous or very simple answers such as yesfjttt/wrong, single words and very

short sentences. Activities where vocabulary ighinclude singing, drawing,
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matching and circling. Table [18] shows the diffégréypes of formats adopted by the

activities and their receptive and/or productiveatment of vocabulary.

Activity
Listen + read/point/circle/draw/number/tick/find Receptive

Listen + say/act/write

Read + point/match/circle

Write + tick/ask and answer/number/find
Play with the web/guessing/board game
Craft

Table [18] Types of activities and vocabulary treant in Bugs 3

Vocabulary treatment

Productive
Receptive
Productive
Receptive ¥deluctive

Receptive

Bugs 3contains a different number of tokens, types, fi@siand lemmas which

are distributed across the different didactic unitshe coursebook (see section 4.2.5.1

for a detailed description of the coursebook angjy3able [19] contains the number of

tokens, types, families and lemmas found in thébteok as a whole and in each unit.

Tokens BNC
Tokens GSLA
Types BNC
Types GSLA
Families BNC
Families GSLA
Lemmas BNC
Lemmas GSLA

Table [19] Tokens, types, families and lemmas ig88

Intro
124
124
73
73
58
57
72
72

Ul
305
305
103
103
85
85
99
99

u2
311
311
95
95
76
74
91
91

u3
519
519
108
108
72
76
95
95

u4
380
380
91
91
79
76
86
86

us
320
320
123
123
98
93
117
117

u6
517
517
101
101
86
83
100
100

u7
459
459
105
105
84
83
102
102

us

547
547
143
143
118
112
137
137

Xmas Easter

224
224
82
82
70
65
80
80

105
105
45
45
41
40
44
44

Total
3811
3811
541
541
373
354
488
488

The tokens, types, families and lemmas are classsédccording to both the BNC
and the GSLA. The distribution is presented inaalqR0], [21], [22] and [23], and in
figures [9] to [16].
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Intro Ul U2 U3 U4 U5 U6 U7 U8 Xmas Easter Total
1 BNC 108 263 267 397 286 271 458 363 450 188 72 2331
2 BNC 5 16 21 47 55 30 53 45 12 14 339
3 BNC 5 5 6 11 14 6 20 30 3 8 115
Nf*BNC 6 21 17 64 25 13 23 22 21 11 234
1GSLA 101 253 260 412 282 257 425 355 440 175 72 0323
2GSLA 14 31 28 37 62 27 74 56 24 21 447
3GSLA O 0 0 0 0 10 0 0 0 0 11
Nf GSLA 9 21 23 70 36 26 30 51 25 12 321
Table [20] Number of tokens in Bugs 3
6% 8%
3%~ ~\ i 0%~ .\ _
99
i \ 1 BNC 129 \ O1GSLA
2 BNC B2 GSLA
I3 BNC 03 GSLA
CINF BNC \ / ONF GSLA

| Fig. [9] Distribution of tokens according to the BNC

Fig[10] Distribution of tokens according
to the GSLA

Intro Ul U2 U3 U4 U5 U6 U7 U8 Xmas Easter Total

1 BNC 60 78 76 58 60

2 BNC 5 11 10 17 15
3 BNC 4 3 3 5 7
NfBNC 4 11 6 28 9
1GSLA 60 75 73 65 61
2GSLA 7 17 13 19 17
3GSLA O 0 0O O 0
Nf GSLA 6 11 9 24 13

Table [21] Number of types in Bugs 3

® Nf stands for Not found

98
15
3
7
94
16
2
11

72 111 66 36 313
16 16 6 6 90

7 3 3 43

9 7 3 95

71 106 61 33 308

22 22 10 9 117
0 0 0 2
12 15 11 3 114



Chapter 4

8%

179

Fig [11] Distribution of types according to the BNC

1BNC

2 BNC

3 BNC
Nf BNC
1 GSLA
2 GSLA
3 GSLA
Nf GSLA

16%

N

/59%

Intro
50
5

3

XX
50

7

0

XX

N

01 BNC
H2 BNC
3 BNC
CINF BNC

229

0, -
/57%

the GSLA

Ul U2 U3 U4 U5 U6 U7 U8 Xmas Easter Total
71 63 53 58 82 71 63 96 61 32 255
11 10 16 15 13 12 15 15 6 6 80
3 3 3 6 3 3 6 7 3 3 38

XX XX XX XX XX XX XX XX XX XX XX
69 62 59 59 77 65 63 91 56 32 251
16 12 17 17 15 17 20 21 9 8 102
0 0 0 0 1 1 0 0 0 0 1
XX XX XX XX XX XX XX XX XX XX XX

Table [22] Number of families in Bugs 3

10%

N\
L

Fig [13] Distribution of families according to tfBNC

0%

01 BNC
l2 BNC
3 BNC
COINF BNC

29

)

1%

to the GSLA

128

Oi1GsLA
H2GSLA
3 GSLA
CINF GSLA

Fig [12] Distribution of typ@gcording to

O1GsLA
H2GSLA
3 GSLA
CINF GSLA

Fig [14] Distribution of familiesccording
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Intro Ul U2 U3 U4 U5 U6 U7 U8 Xmas Easter Total
1 BNC 60 75 72 55 59 95 76 70 105 63 33 284
2 BNC 5 11 10 16 13 12 12 14 15 6 6 78
3 BNC 3 3 3 4 6 3 3 6 7 3 3 39
Nf BNC 4 10 6 20 8 7 9 12 10 8 2 87
1GSLA 60 73 70 61 60 90 70 70 101 58 33 278
2GSLA 7 16 12 18 15 15 16 19 21 10 9 103
3GSLA O 0 0 0 0 1 1 0 0 0 0 1
Nf GSLA 5 10 9 16 11 11 13 13 15 12 2 106

Table [23] Number of lemmas in Bugs 3

18%

8% El BNC 01 GSLA
2 BNC
B2 GSLA
3BNC
58% ENF BnC 57% 03 GSLA
169 219 ONF GSLA

Fig [16] Distribution of lemmas aecding to

Fig [15] Distribution of lemmas according to tB&IC
the IGS

Each of the four tables corresponds to a diffetegiuistic unit: tokens, types,
families and lemmas. The figures obtained for thpees of linguistic unit will differ due
to their different nature (for a detailed descoptiof linguistic units see chapter 1 of the
present thesis). The number of tokens, types, fesnédnd lemmas is given for both the
whole coursebook and each didactic unit and additieection (Introduction, Christmas
and Easter).

Eight frequency categories are identified in thelds. The first four categories
belong to the BNC: 1 BNC represents those unitsranioe 1,000 most frequent words;
2 BNC is concerned with those units among the 1,804 the 2,000 most frequent
words; in the same line 3 BNC contains those uait®ng the 2,001 and 3,000 most
frequent words; and the Nf BNC category standstliose units which are not found
among the 3,000 most frequent words in the BNC.

The other four frequency categories corresponth¢éoGSLA. The units among
the 1,000 most frequent words fall within 1 GSLAp$e among the second 1,000 most
frequent words correspond to 2 GSLA; and 3 GSLAenefto the third 1,000 most
frequent words extracted from the AWL (Academic Warst). Like the BNC, there is a
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Nf GSLA category which contains the rest of thetsimrhich do not fit any of the GSLA
categories above (these two lists will be descritdleéngth in the section devoted to the
instruments).

Vocabulary introduction iBugs 3is reflected in a rate plot (figure [17]). The
rate plot presents the number of new words intredyzer didactic unit, that is to say,

the target vocabulary which is especially relevanthe unit.

60
0" ————

Fig. [17] Rate plot of vocabulary in Bugs 3

A total of 129 target words were tested. By tangetds we mean new nouns,
verbs, adjectives and adverbs that are introducelde coursebook during the period of
development of the study. The amount of ‘new votalyl introduced per session
ranged from 13 to 27 words, with an average of 2dofds per session. The concept of
‘new vocabulary’ is operationalized for the sakestfdy validity. Operationalization in
vocabulary studies is a common accepted practioeg2002). One of the reasons for
this practice is the lack of a common frameworklf@rvocabulary acquisition research.
‘New vocabulary’ in the present study is definedfss target words in units 4, 5 and 6
of Bugs 3(see chapter 2, section 2.2. for the discussioutalvord definition) that may
or may not have appeared in previous units, butkvhre unknown by the students and
which receive attention in units 4, 5 and 6. Themef the term ‘new’ refers to what is
unknown to the students rather than what is netlveércoursebook.

These words are distributed throughout units 4,n8 &, and the students’
knowledge of these words is tested in six sess®assions 1 and 2 correspond to unit 4;
sessions 3 and 4 represent unit 5; and finallysises 5 and 6 reflect unit 6. Table [24]
shows how many and which words are introduced @ssisn. At the same time, figure

[18] represents the introduction of the target vgdrdthe six sessions.
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Session 1 (n=22) Session 2 (n=21) Session 3 (h=23 Session 4 (n=27) Session 5 (n=23) Session 6 (n=13)

bread
canteen
chips
delicious
eat

fish

here
hungry
ice cream
juice

like

love
macaroni
orange
rice
salad
sausages
see

sit down
time
today
want

Table [24] Introduction of ‘new vocabulary’ in Bu8s

ache bad ball
animal basketball butterfly
cereal bike fifty
cheese can finger
chicken competition forty
come end game
egg famous hundred
fly fantastic kilometres
food football listen
fork goals metres
fruit incredible minutes
glass luck pass
good play point
grains ride quick
knife rollerblade run
now score seconds
plant skateboard shoot
plate star sixty
spoon sure skate
tummy tennis spin
vegetables thirty swim
tonight thousand
turn throw
twenty
whistle
win
winner
30
A

25
20 I .

bed
breakfast
brush
children
clean
dinner
dirty

get dressed
get up
giant

go

lunch
morning
munch
school
shampoo
shower
smell
soap
splash
stretch
teeth

zip

15 \.
10
5
0 T T T
S1 S2 S3 S4 S5 S6

bedtime
day
dinnertime
early
garden
go away
great

half past
help

late
lunchtime
o’clock

party

@—0. words

Fig. [18] Number of targedrds introduced per session
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Each of these words falls within a level of gendératjuency. General frequency

refers to the place that words occupy in the BN@ @S$LA frequency lists. This place

may change depending on the list under which thelsvare analysed. Table [25] shows

all the target words for units 4, 5 and 6 togethéh their levels of general frequency
according to the BNC and the GSLA. Figures [19] 2@ show the percentages of

general frequency in both corpora. As we can olesesvound a quarter of the tested

vocabulary is not found among the most frequent@an general discourse. This shows

that frequency is not among the main criteria usgethe coursebook.

50,

270 |
\48%

2270

N

8%

d1BNC
H2BNC
O3BNC
ONf BNC

\ 01 GSLA
45% B2 GSLA

1% O3 GSLA
ONf GSLA

26%

Fig. [19] General frequency of target vocabulary@®@N Fig. [20] General frequency of target
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Session 1
Word
Bread
Canteen
Chips
Delicious
Eat

Fish
Here
Hungry
Ice cream
Juice
Like
Love
Macaroni
Orange
Rice
Salad
Sausage
See

Sit down
Time
Today
Want

Table [25] Target vocabulary of units 4, 5, 6 ingBL8

BNC

Nf

Nf

Nf

Nf

Nf

GSLA

Nf
Nf
Nf

Nf
Nf

Nf

Session 2
Word
Ache
Animal
Cereal
Cheese
Chicken
Come
Egg

Fly
Food
Fork
Fruit
Glass
Good
Grains
Knife
Now
Plant
Plate
Spoon
Tummy

Vegetables

BNC

Z N oW
Z

W NN FP N W R, P DN®WRFR P P P DNMNNDN

Nz

GSLA

Z =
3

N N P P DN PP P NMNDNPRP R P P DNDN

z z

Session 3
Word

Bad
Basketball
Bike

Can
Competition
End
Famous
Fantastic
Football
Goal
Incredible
Luck

Play

Ride
Rollerblade
Score
Skateboard
Star

Sure
Tennis
Thirty
Tonight
Turn

BNC

Z N RPN RPN

Lol

N P P NN

GSLA

Nf
Nf
Nf

Nf
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Session 4
Word
Ball
Butterfly
Fifty
Finger
Forty
Game
Hundred
Kilometres
Listen
Metres
Minutes
Pass
Point
Quick
Run
Second
Shoot
Sixty
Skate
Spin
Swim
Thousand
Throw
Twenty
Whistle
Win
Winner

BNC

A = T e T S S S S S
3

P P W R PP N®

_Zhl—‘l—‘l—‘l—‘l\)l—‘l—‘l—‘

P P N R R P NN

Session 5
Word
Bed
Breakfast
Brush
Children
Clean
Dinner
Dirty

Get dressed
Get up
Giant

Go

Lunch
Morning
Munch
School
Shampoo
Shower
Smell
Soap
Splash
Stretch
Teeth

Zip

BNC

N P R R NN R

Nf

Nf

Nf

GSLA

N NN P NN P

Nf
Nf

Nf

Nf

Session 6
Word
Bedtime
Day
Dinnertime
Early
Garden
Go away
Great

Half past
Help

Late
Lunchtime
O’clock
Party

GSLA

Nf

Nf

Nf

Nf

Nf
Nf
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Regarding foreign language context, more importaah general frequency is
specific frequency. By specific frequency we mehe humber of times a linguistic
item occurs in a certain cotextual environment sasha newspaper, a textbook or a
conversation. Put another way, specific frequetgrs to the frequency of exposure to
the learner, rather than the occurrences in a Bgmgun general. Thus, in a foreign
language context — which is the case of the predady — it seems more appropriate to
pay attention to the number of times the learnec®enter the target words.

However, frequency of occurrence in isolation rsaynetimes be a misleading
indicator of the overall importance of a word (Gri2008; Leech et al. 2001). In fact,
frequency of occurrence can run into problems wihendispersion of elements is not
taken into consideration. Gries (2008) holds thapetsion is highly relevant both in
and of itself, as well as a factor that can strgngfluence other corpus linguistics
statistics. Some general indices of dispersiontheerange, the maximum-minimum
difference, the standard deviation, the variatioefficient, the chi-squared, or those
proposed by authors such as Carroll (1970), Julienal. (1970), Lyne (1985) and
Zhang (2004). Yet there are two main problems waitlihese measures: either they are
not specifically geared to the dispersion of lirsgiai items in texts or, if they are, they
are too complicated to calculate.

As an alternative to these indices of disperswa, follow Gries’ proposal,
which he calls the deviation of proportions (DPxcArding to the author, the DP is
“conceptually simpler and more versatile than meompeting measures” (Gries 2008:
197). This measure allows us to quantify the disiperof lexical items, and does not
rely on the unwarranted assumption of equally-sieegbus parts. What is more, it is
not a measure of statistical significance; hericayoids the theoretical problems of the
hypo-testing paradigh

To determine the DP of a wolll in a corpus withN parts, three steps are to be
taken:

1. The first step consists of determining the sizesawh of the corpus parts. These
are normalized against the overall corpus size emdespond to expected
percentages which take differently-sized corpusspato consideration.

" According to the hypo-testing paradigm, in a stifienexperiment the resolution is the hypothesis.
What the paradigm proposes is to defend the ra@solbly proving it true in every instance. The
resolution, or hypothesis, can be disproven byglsiexample.
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2. In the second step we need to determine the fregueith whichW occurs in
the N corpus parts. They are normalized against theatlveumber of word
occurrencedV and correspond to an observed percentage.

3. Finally, we need to compute &llpairwise absolute differences of observed and

expected percentages, add them up, and divide st by two.
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Word
Ache

Animal
Bad

Ball
Basketball
Bed
Bedtime
Bike
Bread
Breakfast
Brush
Butterfly
Can
Canteen
Cereal
Cheese
Chicken
Children
Chips

Table [26] DPs of target vocabularBings 3: units 4, 5 and 6

DP
0.90

1.63
0.90
6.54
181
2.27
0.90
181
0.90
7.27
7.36
0.90
35.81
0.90
0.90
0.90
3.27
2.27
8.18

Word
Clean

Come
Competition
Day
Delicious
Dinner
Dinnertime
Dirty

Early

Eat

Egg

End
Famous
Fantastic
Fifty
Finger
Fish

Fly

Food

DP
0.90

5.09
0.90
7.45
2.45
2.45
0.90
0.90
0.90
5.09
3.27
1.63
2.27
1.81
2.27
0.90
9.90
1.63
0.90

Word
Football

Fork
Forty
Fruit
Game
Garden
Get dressec
Get up
Giant
Glass
Go

Go away
Goal
Good
Grains
Great
Half past
Help
Here

DP
8.18

2.27
1.81
1.63
2.18
0.90
2.27
6.36
2.27
0.90
13
0.90
9
1.63
0.90
4.09
10.90
8.72
11.72

Word DP
Hundred 1.63
Hungry 7

Ice cream 7.27
Incredible  0.90

Juice 2.45
Kilometres 0.90
Knife 3.63
Late 1.63
Like 10.09
Listen 0.90
Love 4.36
Luck 0.90
Lunch 4.09

Lunchtime 0.90
Macaroni  6.36
Metres 3.27
Minutes 2.27
Morning 9.09
Munch 2.27
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Word
Now

O’clock
Orange
Party
Pass
Plant
Plate

Play
Point
Quick
Rice

Ride
Rollerblade
Run
Salad
Sausages
Score
School
Seconds

DP
4.45

16.36
2.54
1.81
2.27
2.18
1.63
11.09
3.63
3.27
3.63
1.81
1.81
4.36
2.45
454
5.45
6.36
3.63

Word
See

Shampoo
Shoot
Shower
Sit down
Sixty
Skate
Skateboarc
Smell
Soap
Spin
Splash
Spoon
Star
Stretch
Sure
Swim
Teeth
Tennis

DP
3.63

1.63
0.90
6.54
3.27
0.90
1.81
2.27
0.90
0.90
1.63
2.27
0.90
3.27
3.63
1.81
5.27
8.18
3.63

Word
Thirty
Thousand
Throw
Time
Today
Tonight
Tummy
Turn
Twenty
Vegetables
Want
Whistle
Win
Winner
Zip

DP
4.36

0.90
4.54
9.63
1.63
0.90
0.90
2.45
3.27
0.90
3.81
0.90
0.90
0.90
2.27
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We will obtain a figure which is expected to bevizetn 0 and 100. Those DPs close to
0 indicate thatW is distributed across thW corpus parts as one would expect, in
accordance with the sizes of tNecorpus parts. Values far from 0 indicate thais
distributed across the corpus parts exactly the opposite way one woujketx That is

to say, the further from O the more uneven theribigion of the word (see table [26]

for the DPs of the target vocabulary in units 408 6 ofBugs 3).

4.3.4. Sample
The sample initially comprised 50 EFL students heitt third year of Elementary
Education. However, some subjects did not atterel mnmore of the data collecting
sessions, and others already knew some of thettaryels. For this reason the final
sample ended up including 44 of the initial 50 saty. All of the students were
between 8 and 9 years of age. At the time the stuay carried out, they had all
received around 186 hours of English instructiaqyating to an Elementary level of
English.

All 44 students were born in Spain and speak Shamsstheir mother tongue.
They attend an elementary school in the Region ofcM, located in the southeast of
Spain. This institution is a state school in Arciiea medium-sized town 23 kilometres
from the capital city. The centre has been actinees1940. It is located in the town
centre and it is the oldest school in Archena.as$ 627 pupils distributed across 22
groups. There are two groups per year ranging kimaergarten (3, 4 and 5 year olds)
through to the sixth year of Elementary school ¢Ear olds). The centre has 21
teachers, three of whom are English teachers

Most students come from families whose parents Wwera in Spain. English is
taught as a compulsory foreign language from tre¢ fo the sixth year of Elementary
Education. Students receive two hours and fortg-fiminutes of formal English
instruction per week. Spanish is normally used las ¥ehicular language in the
classroom, while the foreign language is only pmese some formulae such #sank
you, goodbyeandplease English is mainly and almost exclusively foundthe input
provided by the coursebook.

8 Data taken from the annual school report
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4.3.5. Instruments

The several instruments used in the present stadybe classified according to their
function: (1) coursebook analysis by means of amder program which is based on
corpora, and Gries’ formula of dispersion which asly applied to the target
vocabulary; (2) student identification comprisiraysral instruments (identification file,
questionnaire and vocabulary size) which are irddndo provide personal and
academic information about the participants; (Zcker identification, where her
personal and academic information is collected leams of an identification file and a
guestionnaire; (4) classroom control carried outrtsans of observation charts, teacher
worksheets and the researcher’s diary; and (5¢reifit vocabulary tests in the section

devoted to vocabulary acquisition assessment.

4.3.5.1. Coursebook analysis

The coursebook is analysed using RANGE, a softwaogram which allows the

researcher to obtain the number of linguistic umitsa text as well as the general
frequency of occurrence of those units. The progcambe used with different corpora
and frequency lists. In this case, linguistic uaits quantified according to two different
lists. One of them belongs to the British Natio@arpus (BNC). The BNC is a 100
million word collection of samples of written (90%hd spoken (10%) language.

Its sources cover a widgpectrum of texts among which we can find national
newspapers, specialist periodicals and journalsafbrages and interests, academic
books and popular fiction, published and unpublisketters and memoranda, school
and university essays, orthographic transcriptmingnscripted informal conversations,
and spoken language collected from different cdstepanging from formal business
and government meetings to radio shows and phane-in

It is designed to represent a wide cross-sectidariish English from the later
part of the 20th century. In fact, 91.58% of itsntmt belongs to texts published
between 1985 and 1993. Work on the corpus begat®@i. It took three years to
complete the final version which was ready in 1984s important to note that the
project was revised in the years that followed, muthew texts have been added since

the BNC was completed.
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The second corpus is a combination of two diffefeatjuency lists, viz, the
General Service List (West 1953) for the first 200@st frequent words, and the
Academic Word List (Coxhead 1998) for those wordssMeen 2001 and 3000. From
this combination was born the so-called Generali€elList of General and Academic
English (GSLA). The General Service List of Engliglords (GSL) contains 2000
headwords which Michael West considered to be thstimportant vocabulary for the
English learner, even though they are not amongnibst widely used. This is the
reason why some low-frequency items were includathrds such aswhistle or
reproducemay not be among the most frequent items of thgli§inlanguage, but the
concepts they represent cannot be easily replacethier more frequent terms.

West’s list is the result of selecting words frontc@pus of 5 million words.
Despite being old — the headwords in the list hastechanged since 1936 — it is still a
“source of useful information” (Nation 1990: 22). fact, it has been compared to other
more recent lists with a high degree of overlapgiNgtion and Hwang 1995). One of
the most important characteristics of the GLS esfdrct that it takes into consideration
word polysemy. Put another way, not only is thedwead frequency provided, but so
too is the frequency of the different meanings ttied headword may have. Each
meaning is given a percentage so that the uséedfst can decide which meaning and
use is the most important.

On its part, the Academic Word List (AWL) contai®d5 word families
(Coxhead 1998). It appears as an alternative taJtheersity Word List (UWL) (Xue
and Nation 1984). Nation describes it as “a snigtlldf words [which] is very important
for anyone using English for academic purposes’tifda2001: 12). In fact, most
frequency lists are not enough for some students méed a more specialized or
specific vocabulary.

RANGE offers three different sets of data basedhentwo lists. One set refers
to the raw number and percentages of tokens, pedamilies found in the text which
has been run through the program. The second assifés words according to their
level of general and specific frequency. The tlsied of data lists the headwords of the
different families identified together with the nber of members which appear in the
text. The way in which RANGE is used will be explkd in section 4.2.6.3. of the

present chapter.
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4.3.5.2. Student identification

a) PERSONAL AND ACADEMIC INFORMATION: IDENTIFICATION FILE

The aim of the identification file is to elicit thstudents’ personal and academic
information. It consists of 19 questions which t@ngrouped into five different blocks.
The first block contains personal information, \tize participants’ age and gender. The
second block is about the participants’ socioecana@tatus. It includes three questions
about the students’ home town and their parentsujpations. The third block deals
with academic issues. Participants are asked aheutglobal English mark from the
previous year and whether they are resitting thess

The last two blocks focus on linguistic issuesthia fourth block, the researcher
wants to know whether students have, or have ead; bontact with the English
language outside the classroom, and, if so, what. khccordingly, students are asked
about the possibility of extra English lessonsysta an English-speaking country, as
well as access to English books, music, moviesdgorgames. Finally, it might be the
case that participants have spoken or come inttacbmith other languages besides
Spanish and English. In this sense, it is intengsto know whether students have
immigrant parents whose mother tongue is not SparRarticipants are also asked
whether they are currently studying other foreigmguages or whether they have
studied other foreign languages before. If theyehdkiey are asked to specify which
ones.

The identification file is written entirely in Spah so that the children can
understand the questions and express themselveswwiadded difficulty. The format
aims to be ‘child-friendly’ in order to attract tlohildren’s attention. A sample of the
original identification file and an English versiari the document can be found in

Appendices 1 and 2, respectively.

b) ATTITUDINAL INFORMATION: QUESTIONNAIRE

The purpose of the student questionnaire is t@cbihformation about the participants’

views and attitudes towards the English languagegeneral and vocabulary in

particular. As the participants are of a young dlge,questions try to be clear, concise,
direct and adapted to their cognitive status. Tinrestjonnaire is written in Spanish with

a ‘child-friendly’ format. A sample of the studemaiestionnaire and an English version

of the document can be found in Appendices 5 amespectively.
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The questionnaire consists of 4 closed-ended aqunsstiThese questions were
formulated following the five-scale survey methadhere closed-ended questions
require the participants to choose from a limitemnber of responses. Regarding the
first closed-ended question, the children havenswer whether they like English or not
and to what extent. They have to circle one of fike options provided:Si, me
gustamuchdYes, | like it very much)Si (Yes, | do);Regular(Not very much, but it's
OK); No (No, I don't like it);No. De hecho lo odifNo, | don't like it. In fact, | hate it).

The second closed-ended question asks the chitdreomplete the following
sentenceCreo que el inglés es (l.think English is...). In order to do this, thege to
select one of the following optionka asignatura mas importan{@he most important
subject);Una de las asignaturas mas importan{€se of the most important subjects);
Una asignatura ni mas ni menos importante que Emabs(A subject which is neither
more nor less important than the othetd)a asignatura no muy importanfa subject
which is not very important}Jna asignatura nada importan{é subject which is not
important at all).

The third closed-ended question asks the childbemtathe role of vocabulary in
learning a foreign language. They have to compthee following sentencePara
aprender inglés aprender palabras nuevas efin.order to learn English, learning new
words is ...). Five options are providdd mas important€The most important thing);
Una de las cosas mas importan{@ne of the most important thingg)na de las cosas
gue se hacen para aprender inglés pero ni mas niosi@nportante que otrg©ne of
the things that we do to learn English, but no nmréess important than other things);
No muy important€Not very important);Nada importante en absoluto, de hecho no
pasa nada si no se aprenden palabffass not important at all. In fact, it doesn’atter
if you don’t learn any words).

Finally, the children have to choose their favautibpic for the English lesson
from nine different options. These options are taikem the most common topics that
dominate EFL coursebooks, especially in Elementadycation (Reda 2003). The
options provided are (a) animals, (b) clothes,féoily, (d) food, (e) holidays, (f) the
house, (g) routines, (h) school, and (i) sports.
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c) VOCABULARY SIZE: THE VOCABULARY LEVELS TEST

In order to measure the students’ vocabulary le¥éinglish, a vocabulary size test is
administered: the Vocabulary Levels Test — hereafteT — (Nation 1990, 2001),
which has been widely used in L2 vocabulary studies

The rationale behind the Vocabulary Levels Tesitidh 1983) stems from the
idea that vocabulary size is related to the nundjeinfrequent words known by a
learner. That is to say, the higher the amounnfiegquent words, the higher the total
amount of words known in a language. In fact, rede&as shown that not all words
occur with the same frequency. There are words lware more frequent than others in
general discourse. Therefore, according to therthéehind the VLT, if two EFL
learners are compared, the learner who knows ahigimount of infrequent words is
also supposed to have a higher vocabulary sizenergl.

The VLT was originally designed by Paul Nation asliagnostic vocabulary
test. Given the considerable number of internatishalents who applied every year to
Victoria University in Wellington, New Zealand, tiekewas a need to assess these
students in terms of their English proficiency befdhey could be accepted. The
teachers were not satisfied with the standardiests that were used for this purpose, as
they did not seem to really reflect the vocabukire that these learners could handle.
Thus, the VLT stood out as a good alternative fagaosis.

The VLT first appeared in 1983 and was later réipbbd in Teaching and
Learning VocabularyNation 1990). The test had considerable inteonaliimpact and
soon became a key reference in vocabulary stuliese it came to light in 1983, it has
been used in several teaching contexts as an as=@stol. Hence, some authors have
stated the importance of the test. Meara decldratithe VLT is “the nearest thing we
have to a standard test of vocabulary” (1996: 3&)ng the same line, Schmitt et al.
hold that “the closest thing the field has to saclwidely accepted] vocabulary test is
the Vocabulary Levels Test” (2001: 2).

The VLT is divided into different sections. Eachcten measures the
knowledge of words from a specific frequency lewWlords from four different levels
are assessed: the second 1,000 most frequent y&klghe third 1,000 most frequent
words (3K), the fifth 1,000 most frequent words)(5nd the tenth 1,000 most frequent
words (10Kk). In an attempt to be as representaisvpossible, the words were extracted

from three of the most important frequency listthattime: Thorndike and Lorge’s list
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(1944), Kwera and Francis’ LOB (1967), and West's GeneraliSerList (GSL)
(1953). The first list contains 30,000 lemmas whiatcording to Goulden, Nation and
Read (1990), are equivalent to 13,000 word familidse second one is based on the
Brown Corpus of Standard American Engllsh Francis and Ktera themselves, and it
contains one million words from different text tgpdhe third list is made up of 2,000
dictionary-like entries. Despite its age and weakee (Nation and Hwang 1995), the
GSL is still widely used and is a key referencethie design of frequency lists,
principally because of the range of details prodidbout frequency of meaning and the
thorough selection criteria applied by the autharore about the GSL in section
4.3.5.1).

A fifth part is normally added to these four fregag levels; it contains
academic vocabulary, that is, words which are aafpecfrequent in academic
discourse. These words were taken from the Uniyek&ford List (UWL) (Xue and
Nation 1984) which is composed of 808 words anddéiw into 11 levels. It was
designed to be a list of specialized vocabulary students who know about 2,000
generally common words and who plan to study inEaglish-language college or
university. Some years later the UWL was replacgthk Academic Word List (AWL)
(Coxhead 1998). The AWL contains 570 word familesed on a 3,500,000 token
corpus of academic English from four different areé study: Arts, Science, Law and
Commerce. The list appears to provide “slightlytéretoverage” (Nation 2001: 188) of
academic vocabulary than the UWL (more about theLAlsection 4.2.5.1).

The VLT adopts the multiple choice format in ateatpt to detect partial word
knowledge. Initially, each section of the test dstexl of 6 items. Later versions have
increased the number of items up to 10 per seclibe.test is offered in monolingual
and bilingual versions (Japanese, Korean, Mand&innese, Russian, Samoan,
Tagalog, Thai, Tongan and Vietnamese). In the mogoél version each item contains
six L2 words and three L2 definitions. The testgists of matching the L2 definitions
with the corresponding L2 word (monolingual vergiaor the L1 words in each item to
the L2 equivalent (bilingual version). The bilingwersion is composed of items with
six L2 words and three L1 words. Students havedtcimthree of the L2 words with the
L1 words which are equivalent to the former.

According to its creator, this particular formatsmehosen because of validity

and practicality reasons. On the one hand, it wasisve to partial knowledge,
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allowing learners to “make use of whatever knowkedlgey had of the meaning of a
word” (Nation 1990: 261) — something which a prdiwetest might have missed. On
the other hand “it was easy to make and easy t&’nidation 1990: 261), which is an
important point to take into consideration, espciahen the research involves a large
group of subjects.

The words in each VLT section were intended to dy@asentative of all the
vocabulary found at the corresponding frequencgllevhether it be 2k, 3k, 5k or 10k.
Names of people, countries and cities were avoidied. words constituting each item
were not related in their meanings. That is to sggpnyms, antonyms and words from
the same semantic field were not to appear togelter aim of the test was to detect
word knowledge, even if that knowledge was mininTdius, it was designed so that
people who only had a rough idea of the meaninpetested word were able to match
it correctly.

The validity and reliability of the VLT have beeropen on several occasions by
several authors. In order to find out whether theT\Wvas reliable, Read (1988)
correlated the VLT results from a group of studemth an implicational scale. In both
cases it was shown that knowing lower-frequencydsaiended to imply knowing
higher-frequency words. In this sense the VLT walidy as its rationale was based on
this assumption. Another validation study was penfd by Beglar and Hunt (1999)
more than a decade later. They found a positiveelaion between the VLT scores
from different frequency levels or sections and TR¥EFL scores.

Nonetheless, the most recent serious attempt mtatialg the VLT was carried
out by Schmitt et al. (2001). They built two neersions of the VLT by following the
same steps that Nation had taken. The only difterenith respect to the original
version was the number of items in each sectistead of six, they decided to include
ten per frequency level. The most important diffiees between this study and the
previous two by Read (1988) and Beglar and Hun®9)9ies in the use of several
techniques instead of just one.

The authors applied up to five different validatitechniques. The first one
consisted of checking whether native speakers wbaleé any problems with the test.
Nine native speakers did the VLT and scored 100%lmiost 100%. This technique
showed that native speakers were able to obtaihigiest score without any difficulty.

Low scores would have indicated that there was funmgewrong with the test. The
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second technique focused on individual items. AcRasalysis proved the independent
behaviour of test items. This technique also dedlt the guessing factor. It was shown
that the chances of guessing a wrong alternatigdfaargreater with the VLT format.
This fact suggests that the action of guessingisarserious problem with this format,
and that correct answers do reflect some underlgnayvledge of the target word. The
third technique was aimed at finding out whetharners performed better in the high-
frequency sections than in the low-frequency ofiéss would confirm the validity of
the test as research has shown that learners ggraaguire high-frequency vocabulary
before less frequent words. It was confirmed, tloeeg that the different sections in the
test were highly scalable.

Factor analysis was the fourth technique applie@&chmitt et al.’s validation
study. The analysis confirmed that vocabulary wees rhajor factor in the test. Very
little knowledge of grammar or reading ability waseded to perform well. The last
validation technique was in the form of an intewiwith the test-takers. The goal was
to have more direct access to the learners’ voeaplkhowledge, so it was necessary to
examine whether the vocabulary knowledge reflettgdhe VLT was really known.
The authors carried out individual interviews whehey could check whether the
learners really knew the words they had correctitaimed in the VLT. The interview
was also useful when exploring face validity. Vdew subjects claimed to have
experienced problems with the format.

The reliability and practicality of the VLT weresal taken into consideration by
Schmitt et al. Results obtained in this study werdine with those found in Read
(1988). In the latter, reliability indices (Cronlmég alpha) reached .94, whereas in the
case of Schmitt et al. the highest index almosthed .96. As for practicality, this is
one of the great advantages of the VLT. The tesstgnated to take less than one hour
to complete, defined by the authors as “quick aasgy® (Schmitt et al. 2001: 72).
Schmitt et al. (ibid.) observed that their subjesgent, on average, 30 minutes doing the
whole test. The fastest ones took 15 minutes whettea slowest ones took up to 60
minutes.

The VLT used in the present study is a speciadigardesigned by Paul Nation,
which is aimed at low-level EFL learners. The vadalby knowledge of low-level
learners is expected to fall into the first 1,000sifrequent words, as our learners can

still be classified within the category béginnersHence, a bilingual version is
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considered more appropriate than a monolingual Boethe purposes of this study, we
had to create our own Spanish version of the VIsTthe test has not been translated
into this language (further information about th@nslation process can be found in
section 4.3.6.4. of the present chapter).

One important difference between the monolingudl laifingual versions is the
number of items; that is, whilst the traditional matingual version contains six items
per frequency level, the bilingual version contdirs. The main reason is that the latter
only deals with the first 1,000 most frequent woathsl a higher number of items does
not threaten practicality — at the same time ibtag validity. Regarding performance,
the bilingual and monolingual formats are basicdlg same: they both consist of
matching. Nonetheless, instead of matching L2 warids L2 synonyms or definitions,
which is what happens with the monolingual versiarthe bilingual version three L1
words have to be matched with three of the six isractors found in each item.

4.3.5.3. Teacher identification
a) PERSONAL AND ACADEMIC INFORMATION: IDENTIFICATION FILE
The aim of the teacher identification file is mainl though not exclusively — oriented
towards eliciting information about the teacher&sesr. Besides age and gender, the
rest of the questions are devoted to the teaclpeofssional background. The teacher
is asked about her degfeand her years of experience as an English teaicher
Elementary schools. She is also asked whether akeeter been to any English-
speaking country as well as the reasons for anatidarof her stay. It is also interesting
to know whether she has studied any other degaeek,if so, which ones. Finally, she
is asked whether she can speak any other forenguéages, and, if so, which ones.

As in the case of the student file, the teacHerdiwritten in Spanish. Given that
only one teacher is involved in the study, the ditlopts the interview format. A sample
of the original identification file and an Engliskrsion of the document can be found in

Appendices 3 and 4, respectively.

° The question about the degree may seem redundanirmecessary in this context. However, there was
a time were the Spanish Ministry of Education abovEnglish Studies graduates to teach English at an
elementary level in schools as long as they totkidge course’.
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b) ATTITUDINAL INFORMATION: QUESTIONNAIRE

The purpose of the questionnaire is to obtain madron about the teacher’s attitudes
towards the English language in general and thee gblvocabulary in particular. Only
one teacher is to participate in the study, whiahotirs the interview as the most
appropriate method of inquiry.

The teacher questionnaire consists of six questifans of them being open-
ended and two of them closed-ended. In the fire&nhegnded question the teacher is
asked why she thinks learning English is given semimportance nowadaygPor
qué cree usted que se le da tanta importancia a&rager inglés hoy en diaThe
second and third open-ended questions focus oncolesebook. For the second
question the teacher is asked to think of threeaides which best define the role of
the coursebook in the teaching of Engli€hga, por favor, tres adjetivos que mejor
definan el papel del libro de texto en la ensefalelanglés For the third question she
has to give three characteristics she considemngakin a good foreign language
coursebookg Qué tres caracteristicas cree usted que son edeagara un buen libro
de texto de ensefianza del inglés como lengua ¢atta&nin the last open-ended
question the teacher has to think of three wayadtvate children to learn vocabulary:
¢, Puede decirme tres maneras de motivar a los mpéacs que aprendan vocabulario?
With regard to the closed-ended questions, she tbhadetermine the degree of
importance vocabulary has when learning a foreaygliage:;, COmo de importante
cree que es el vocabulario para aprender una lengx@anjera? She has to choose
from five different options:Lo mas importanteg(The most important thing)Muy
importante(Very important);Ni mas ni menos importante que otras co@és more or
no less important than other thingd)p muy importantéNot very important);Nada
importante (Not important at all). The other closed-endedstjoa asks the teacher’'s
opinion about the best way to teach EFL vocabulargu juicio, ¢cudl cree que es la
mejor manera para ensefiar vocabulario en inglés @wdangua extranjera?Three
options are provided: solo implicitamente (only licigy); sélo explicitamente (only
explicitly); una combinacién de enfoque implicitoexplicito (a combination of an
implicit and explicit approach). The original teachquestionnaire and an English

version of the document can be found in Appendrcasd 8, respectively.
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4.3.5.4. Classroom control

Leki defines the classroom as a microcosmos, asyst&m with its own dynamics
(Leki 2001). Along the same line, Tudor talks abtibe uniqueness of each teaching
situation” (Tudor 2003: 10). This is why we shoudd careful when making general
assertions about the Elementary Education classroomorder to reach solid
conclusions about a group of students, it is necgss among other things — to observe
what happens inside the classroom, especially vagard to the different types of
situations which can potentially occur.

In order to understand the dynamics of an ESLoles is not enough to just
interview the teacher and the students, as sonsldetain be missed and a biased
perspective can be formed. Classroom informatiothis study is compiled using three
types of instruments: the observation chart, thetlter's worksheet and the researcher’s
diary. Each of them is described and discusseleridllowing sections.

a) OBSERVATION CHART
The observation chart aims to collect informatidiowt the development of the EFL
lesson in the centre where the study is carried Thee chart is written in Spanish. In
fact, working with the chart in English would hawrought an additional and
unnecessary difficulty to the observation proc&Seeater attention to the language
element would have been needed while taking natexing it more difficult to
concentrate on the events — which was the real. ghabample of the original
observation chart and an English version can badadn Appendices 11 and 12. The
same format was used in all the observation session

The observation chart comprises two parts. The st is devoted to collecting
information about the general development of thesda. This part includes the
observation date, the language used inside thesrola®, the number of activities
carried out, the degree of participation on the phthe students and other comments.

The lesson date together with the number of ams/ileveloped would also be
recorded on the teacher’'s worksheets for all tilsedes, observed or not, during the
entire period of the study (more about the teadckerksheet can be found in the
following section). As for the language used durihg lesson, notes are taken on the

different situations and interactions where thdd.@sed: explanations by the teacher,
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the teacher addressing a particular student, stsickidressing the teacher and the
interaction among students.

The students’ degree of participation is calculeaedording to the number of
teacher-student interactions plus the number oégithe teacher requires the students’
active collaboration in class, such as approactimg blackboard, responding to
questions, and providing the answers for any dgti@ther types of information such
as possible incidents, the general state of th&drelm (anxious, unruly, especially
attentive), and the teacher's mood are also takém account and included in the
sectionOther commentsAll of this information is considered relevantchese it can
provide worthy feedback, helping to draw a pictof¢he EFL lesson and the group.

The second part of the chart focuses on the radett@atment of vocabulary in
the classroom. Both the teacher’s behaviour andtilngents’ behaviour are registered
every time any of the following two situations tagkace in the classroom: 1) A new
form appears in the lesson or in any activity isabeing developed; 2) A student asks
for clarification because he or she does not umaedssome of the words that are being
used. These two situations were not chosen at mndlbey are the most likely ones to
occur during an English lesson and the ones whis$t beflect how vocabulary is
managed inside the classroom.

In order to make the observations in this secpadt clearer and more
systematic, the chart contains several optionsrdaga the role of vocabulary and its
treatment. As for the situation where a new formesps in the classroom, it is assumed
that the teacher might react in the following wal)sThe teacher translates the L2 form
into its L1 equivalent; 2) The teacher uses gestysetures or if the concept is in the
classroom points to the concept itself without gsaither the L2 or the L1; 3) The
teacher uses the L2 in order to paraphrase theingeah the new form or to give a
synonym; 4) The teacher does not provide any ¢fmdarification, telling the students
that the form would be looked at later .

With regard to the students, there are two basiswawhich they are expected
to react when a new target form appears: 1) Do #ungewith the information about
the new form provided by the teacher; 2) Choosdgotmothing with it. Every time one

of these situations occurs, it is recorded on thseoration chart.
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b) TEACHER WORKSHEET
The teacher worksheet is the second instrumentlmwséte researcher for the control of
the classroom. Worksheets are to be filled outheygarticipating teacher. In order to
facilitate her work, they are written in Spanishs@mple of the original worksheet and
an English version can be found in Appendices 1Blah

The teacher is given 36 worksheets, one for eagofethat is scheduled to take
place during the second academic term. She is askitione out at the end of every
English lesson. The worksheets contain differeatises. In the first section the teacher
has to write down the date and duration of thedlesswhich can be 45 or 60 minutes,
depending on the day of the week. In the secontiosethe teacher has to record the
number of activities carried out and the correspmpgage numbers of the coursebook.
The third section requires notes to be taken abloeitstudents’ behaviour and the
general classroom environment. These comments late expected to reflect the
teacher's own attitude that day, without the nemdagk directly, thus avoiding any
possible indiscretion. A fourth section call@ther commentss also included for the

teacher to make any further suggestions or comnvemth she considers relevant.

c) RESEARCHER'S DIARY

It was considered important to keep a diary ofitivestigation. This document records
information about the researcher’s experience e#i@ microcosmos of the classroom.
The diary consists of a notebook where the resedschmpressions about the
observation sessions, the questionnaires and ghedssions are captured in an informal
way. The information reflected in the diary has no pstablished order. No special
attention is paid to style or orthography and itwistten entirely in Spanish. As a
general rule, the information takes the form of @emnotes or incomplete sentences.
Most of the information corresponds to impressiabsut the students’ and teacher’s
mood and the general classroom environment. Intiaddiour own scientific behaviour

and modus operandi are recorded, as we becamefple microcosmos itself.

4.3.5.5.Vocabulary acquisition assessment
a) APPROACH
In the second cycle of Elementary Education (3rd dth years), EFL is basically

conceived at the word level. Accordingly, the maygpropriate perspective to be
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adopted for vocabulary testing at this stage istwgbholars in the field call a discrete-

point approach. This involves testing individualtsnwhich in this case corresponds to

a particular group of words from a coursebook. Tdiscrete-point approach is

characterized by three aspects (Nation 2001):

It is discrete. Vocabulary knowledge is considemeddistinct construct,
separated from other linguistic components as pdrtcommunicative
competence. Therefore, what makes a vocabularyisstete is not the way
that the construct of vocabulary is presented ¢otéist-takers, but the fact that
the test focus is on the construct of vocabulaselft rather than on
communicative competence in general.

It is selective. This approach focuses on the kedgé of particular words
rather than vocabulary knowledge in general. Votalyu researchers
(McKeon and Curtis 1987; Nation 1990, 2001; Coady dduckin 1997;
Schmitt and McCarthy 1997; Read 2000) hold thas imeaningful to treat
words as independent units and to devise testantbasure whether learners
know the meaning of particular words.

It is context-independent. Vocabulary knowledge neeasured without
referring to any context. It is important to stétat when a test is defined as
context-independenit means that context is not essential for thet-t&ker,
nor is it forbidden either. Nowadays, however, s@ti®lars cast doubt on the
validity of assessing vocabulary out of contexgpmsing context-embedded
alternatives. There is no intention here to distothe value of these
alternatives. Nonetheless, Meara (2004: 215) asHwt “more credit is given
for a decontextualized response than for one witligstrates a particular use
of the word”. What is more, the use of context Hifistance, presenting words
in sentences — might be counterproductive at loeeels. First, low-level
learners are normally used to working at the wagdel. Dealing with
sentences would be new for them, threatening the falidity of the test.
Second, linguistic context may be more of a hindeathan a help to the
learner. He/she would try to decipher the meanihthe whole sentence by
focusing on each and every word instead of payitenton to the target word
itself. This would be an additional handicap in/lns performance. Finally,

there is the researcher’s difficulty in construgtsentences with
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understandable words for low-level learners, as tw@mount of vocabulary is

considerably small.

b) RATIONALE FOR THE TEST TYPES

We want to move away from Schwartz’s assertion thegt constructors sometimes
seem to choose a particular measurement technigue on less by whim” (Schwartz
1984: 52). This section discusses the rationalendehe selection of the test formats to
be used in the study. Whatever the test types teelethey are dependent on the
research problem. Accordingly, there is no pointadopting a standardized test for
measuring vocabulary acquisition in this particutase, as the aim is to assess the
acquisition of a specific set of words.

Different alternatives are considered: the pichaming test, the free production
test, the yes/no test, and the vocabulary knowledgie. Most of them have been used
in previous vocabulary studies (Jones 2004; Pahibakd Wesche 1997; Vassiliu
2001). However, all of these alternatives were &ty ruled out for several reasons.
With regard to the picture naming test, the mogiartant drawback was the difficulty
in representing some words graphically. Words saastgpod incredibleandtime could
have led to confusion on the part of the participaas their graphic representation
would be far from accurate. The free productiort tgas discarded because of the
participants’ low level coupled with the aims oéttest itself. We needed a test which
measures the knowledge of specific words. Givenlalel of specificity required, the
yes/no test was considered insufficient. Finalkgcpicality reasons did not support the
use of the vocabulary knowledge scale (Wesche aamitbdakht 1996). Scales are
normally used with a very small number of items gadticipants, which was not the
case here.

Hence, the selection of the test formats for tres@nt study was based on three
main considerations:

1. They have to be familiar to the students.

2. They have to provide as direct and valid infaroraas possible about the
vocabulary knowledge to be assessed.

3. They have to take up as little of the studetims2 as possible.
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According to Takala (1984: 146), “the best pay-béitween validity, reliability, and
practicality was shown by test types which ask estisl to write FL or L1 equivalents to
written decontextualized stimulus words”. On thesipaof Takala's words, a L1-L2
translation test for productive knowledge and alll?translation test for receptive
knowledge were selected. In addition, a multipleicé test was added as a second

receptive test. These tests formats seem to thHithree criteria established above.

c) VOCABULARY PRE-TEST AND GLOBAL POST-TEST

A vocabulary pre-test and post-test are adminidtey¢he students. They contain all the
target words assessed during the second schoal Térenpre-test is aimed at ensuring
that the students do not know the words which winddested in the future. The post-
test is expected to provide a general picture eivibcabulary acquired at the end of the
second term. Both tests adopt the L2-L1 translatmmat, so they can reflect the

possible partial knowledge that the participantghthhave about those words.

d) L1-L2 TRANSLATION TEST
The aim of the L1-L2 test is to assess productiveabulary knowledge of individual
words. This consists of checking whether learnarsrecall a series of L2 word forms.
Students are presented with a list of L1 words fawhich they have to find the L2
equivalents. This type of test was chosen for tveanmeasons: first, as stated above, it
complies with the three selection criteria which lpgeviously been drawn up; second,
it is considered a reliable instrument for assesgroductive vocabulary knowledge
(Takala 1984; Read 2000).

Although there seems to be a general feeling eftign towards the use of L1-
L2 translation for vocabulary assessment, Natiosers that “this attitude is quite
wrong. Translation is one of a number of meansoaveying meaning and in general is
no better or worse than the use of pictures, rejots, definitions, L2 synonyms and so
on” (Nation 2001: 351). Furthermore, the use offttet language in vocabulary testing
is especially recommended in the case of studeitts an elementary level of the
foreign language. The mother tongue “allows leanemrespond to vocabulary items in
a way that does not draw on second language kngelg@Nation 2001: 351). In fact,

the use of the second language in a vocabularynegases difficulty in the learner’s
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performance. Therefore, we consider that resotinthe L1 as a stimulus is a “very
efficient” (Nation 2001:351) way of eliciting the2l

As for the L1-L2 test used in this study, a semwéd.1 words are arranged
alphabetically. Each word is followed by a linedolts where the test-takers are asked to
provide the L2 equivalent of the corresponding wdige number of words in the test is
not fixed. It varies according to the input thas leeen introduced by the coursebook at
that time. Instructions are provided in Spanishitsd the students clearly understand
what it is they have to do. An example of how togered is also included.

One of the arguments against the L1-L2 formatéspbssible ambiguity derived
from the polysemous nature of words. Yet, the tgpgocabulary that is presented to
young learners at beginner stages leaves verg Bpphce for ambiguity. Put another
way, it is unlikely that the concepts representgdtlie target words will lead to
confusion or misunderstanding on the part of tlegners. Most of them are usually
concrete words which should not pose any compréternsoblems for the learners.
What is more, it is highly improbable that childremow more than one meaning of the
words introduced in the test. Indeed, at low-lez€lL stages, children are normally
exposed to only one and the most common word mgaiNation 1990). Samples of
each L1-L2 test used in the study can are founSipipendices from 17 to 22 and 35 of

this thesis.

e) L2-L1 TRANSLATION TEST
This test type requires the L1 equivalent of aesenf L2 words. The L2 words are
arranged alphabetically and presented to the @mldeach word is followed by a line
of dots where the test-takers are asked to protfte L1 translation of the
corresponding word. The number of words in theitesabt fixed. It varies according to
the input that has been introduced each time bycthesebook. As in the case of the
L1-L2 test, instructions are provided in Spanish. é&ample of how to proceed is also
included. Samples of each L2-L1 test used in thdystan be found in Appendices 16,
from 23 to 28 and 36.

The L2-L1 test fulfils the three criteria estabkshabove. This format might
pose the problem of not being able to deal withpblysemous nature of words, as one
and the same L2 form may have several L1 equivalertis fact should not be a

problem at the lower level. Core meaning rathen tmare specialized or marginal
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meanings is the one to be taught to and handldtdebiearners at the initial EFL stage.
In fact, there is a very low degree of probabititat participants know more than one
meaning for each word, given their elementary lggdtion 1990). Thus, confusion
over meaning or wrong L1 equivalents should notduesed by polysemy.

Yet, there is some disagreement on the type of letye assessed by this
format. Schmitt (1998) argues that this test presidvidence of active knowledge.
According to this author, the L2-L1 translationttelould be considered a productive
tool given that an oral or written answer is adjualicited. If this is so, tests in which
the students are asked to read aloud a series a¥drds should also be considered
productive, as they involve some kind of productinfact, few scholars would agree
that a pronunciation test — which has a phonoldgita — should be seen as productive.

We are more in line with those who describe thelLL2translation test as
receptive. In fact, a test should not be labelleteptive or productive just because of
the type of answer required, but rather becauseeotognitive mechanisms used by the
participants in providing that answer (Waring 199J)st like in the L1-L2 translation
test, the participants have to produce an answtrarL2-L1 test. However, the nature
of this answer differs from that of the L1-L2 tréat®on test. First, the L2-L1 answer is
provided in the participant’s mother tongue, whiefjuires less cognitive effort than L2
production. Second, the L2-L1 translation test &iaf going from form to meaning.
Put another way, the student is expected to rezeghie L2 form and its meaning in
order to provide the L1 equivalent of the correspog L2 word. Thus, according to
Scholfield (1991: 13) “if the task is simply to rember one meaning of the new word
[...] more items may be mastered than if the tagk iItmember the exact spelling, etc.

of the word and be able to use it”".

f) MULTIPLE-CHOICE TEST

In the multiple-choice test students are requiedniatch the English word with its
Spanish equivalent. The aim is to find out whestadents can recognize the word and
choose the correct meaning from a number of optidsssuch, the multiple-choice
format belongs to the category of psychometricg s$eience which gives rise to
objective testing (Spolsky 1995). The tests of pasword recognition such as this one
“work well and provide useful data” (Milton 20095)/
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The multiple-choice test used in the present stabs not have a fixed number
of items. This varies according to the amount guinintroduced by the coursebook.
The selection of distractors is one of the keyassim the design of the multiple-choice
format. The use of one kind of distractor or anotten make a great difference in the
test results (Goodrich 1977). For instance, broasus fine distinctions in meaning
largely determine whether the students are abledothe correct answer or not. In this
case, distractors are selected according to thiesgia: first, they have to belong to the
same grammatical category; second, they must nathéeequivalent of any other
distractors in the item; and third, they must netdemantically related to the target
word. Each item presents an English word (stimuloié)wed by four options. Three of
them are L1 words and the other one i$ dan’t knowoption. Instructions are provided
in Spanish together with an illustrative examplamPles of each multiple-choice test
used in the study can be found in Appendices frérto234 and 37.

The multiple-choice format is, however, a contr@iar one. It has been
questioned in many areas, not only in vocabulardye hotion of artificiality, the
guessing factor and the selection of distractoreatien the validity of the results
provided by this type of test. It is argued thatltiple-choice tests do not reflect
realistic situations in the use of a foreign larggiaHowever, does a test need to be
realistic — whatever that means — in order to offelid information? For instance,
someone could argue that an association test doesefiect a realistic use of the
language. Thus, when we use words in communicaterare not normally aware of
the fact that our elicitations come from mentabasations with other words. This is not
reflected in language use per se, but neither daesan that these associations do not
occur.

Along this line, the multiple-choice test may nefresent a real use of the
language; however, it may lead us to realisticagituns. Imagine the wororeadas one
of the target words in a multiple-choice vocabul@st. The three L1 distractors camisa
(shirt), primo (cousin and caballo (horsg together with the Spanish equivalent of
bread (pan) are provided. The three distractors belong tdedht semantic fields:
clothes, family and animals. The student may nowkthe exact meaning tfead but
he/she knows that it is some kind of food. Maybeytbhannot distinguisbread from
cheeseapple or ham but they can identifypread as some kind of food. This already

shows some knowledge about the word. In this seesean suggest that there is a
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realistic background behind the multiple-choicet,tes this format shows that the
learner associatdsread with food, even though he/she is not sure aboatsiecific
meaning of the word.

Another important issue with the multiple-choicenhat is claimed to be that of
guessing. In this respect, Paul et al. (1990) wegred a group of learners about their
mechanisms applied when doing a multiple-choice tHse answers provided by the
learners were classified into two groups: thosectvhwere the result of some kind of
linguistic knowledge, and those which had to ddwite format itself. With regard to
the answers related to linguistic knowledge, wefaaoh

* Knowing the answer: the option was chosen becaweséetirners really knew

the correct answer.

» Association: the option was chosen because it cbaldelated to something

known by the learners.

» Elimination: the learners chose a certain optionlisgarding the others.

The three techniques above show that the learrmrgesort to their partial linguistic
knowledge when selecting an option.

Other responses, however, are favoured by the pratthoice format itself. This
is the case of learners who chose an option becduse

» Position: the option was chosen simply becausésoplace in the test item.

That is, some learners were prone to choose thg fire last or the middle
option if they did not know the answer.

* Readability: sometimes the learners did not undedstall of the options

provided, so they chose the option they could wstdad.

* Guessing: when they did not know the answer, saaeeérs took a guess,

selecting one answer at random.

The results reveal that in almost 70% of all oawasj the learners resort to
techniques based on linguistic knowledge rathen tha@n-linguistic knowledge. Non-
linguistic techniques are only used as the lasbrtesn light of these results, two
conclusions are reached: first, partial knowledgadatually used in multiple-choice tests
by means of the linguistic technique of associateond second, guessing is not used as
much as we originally thought.
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Despite the drawbacks that come with using distractthe multiple-choice
format is widely used because it has been provepetobjective and highly reliable
(Nation 2001). There is a degree of respectabdisgociated with this format, an
example being its use in standardized tests sutheaSOEFL. This type of test is also
sensitive to the learners’ partial knowledge. Iet,fa multiple-choice format can offer a
distinct kind of receptive vocabulary knowledge efdiffers from other receptive tests

such as L2-L1 translation — which is also appliethie present study.

4.3.6. Procedure

4.3.6.1.Data collection: Calendar

The whole study was carried out from 4 December82@® 18 June 2009. The

Elementary school year is normally divided intoettarterms. The second term was
selected for the development of the main part ef gtudy. There were practical and
pedagogical reasons for the selection of this tewith the amount of time being the

main one. The first and third school terms weresagred too short as they did not
cover the three whole months of instruction reqlir€éhe first term started on 15

September and finished on 2December, with the first two weeks devoted to
introductory issues. What is more, there were taokbholidays at the beginning of

November and December, which could have affectedirtitial planning stage. The

third school term did not constitute three wholenthg either, starting on 15 April and

finishing on 23 June.

From a pedagogical standpoint, the teacher invoiuetthe study believed that
the students would perform best during the secemd of the school year. The children
needed an adaptation period, which took place duiwe first term; they would feel
tired and more anxious during the last term. Theeeftheir concentration levels were
expected to be at their highest during the secemd.t

The students had three English lessons a week.ofwem were sixty minutes
long while the other one lasted just forty-five mi@s. The lessons took place on
Tuesdays, Wednesdays and Thursdays. The lessors Taresday lasted forty-five
minutes while those on a Wednesday and Thursdésdi@aswhole hour each (see table
[27] for the timetable). Thursday was chosen agithefor the vocabulary acquisition
assessment sessions. There were two main reasottssfoFirst, Thursday’'s lessons

were one hour long, which was preferred to the 4fute lesson. Second, they were the
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first class of the morning, which meant that thedsnhts were less likely to show signs

of tiredness and lack of concentration.

Day of the week Time Duration
Tuesday 10.45-11.30 45 min
English lessons Wednesday 12-13 60 min
a week Thursday 9-10 60 min

Table [27]Timetable of English lessons

The study was divided into three different blockdiere the total number of
sessions with the students amounted to ten. Téiehliock took place from 4 December
2008 to 11 December 2008. This first part of thedgtwas made up of three sessions.
They covered the filling-in of the students’ ane tteacher’s identification files and
guestionnaires, the pre-test session and the V@gblevels Test session. The first
session was held on 4 December 2008 and dealtthéthdentification files and the
guestionnaires; the pre-test session was develmp&dDecember 2008; and the session
devoted to the Vocabulary Levels Test took placd bidecember 2008.

The second block lasted from 22 January 2009 t@®l 2009. It consisted of
Six sessions. Sessions took place every two wédéksdecision to assess vocabulary on
a fortnightly basis was the result of the researebds and the teacher’s advice. On the
one hand, it was desirable to have a considerabtdéar of acquisition samples so as to
be as accurate as possible when analysing thergtidarve of vocabulary acquisition.
On the other hand, it was necessary to negotiateetbearch schedule with the teacher,
whose initial planning was likely to be alteredthg study.

In principle, the options of weekly and monthly ree@es were considered,
although they were finally ruled out. Weekly sessiavere discarded based on the
teacher’'s recommendations. Monthly sessions wexe r@jected because we could not
obtain enough acquisition samples. The ideal saeneas to reach a happy medium
between what the researcher needed and what ttleeteaas willing to allow. In the
end, fortnightly measures were agreed. Accordinglgpnsiderably acceptable number
of samples would be obtained and the teacher'sdstdevould be minimally affected.
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The second term started on 7 January 2009, whidnirbat the first session
was carried out fifteen days later on 22 Januahg fbllowing sessions were held on 5
February, 19 February and 5 March, respectivelycofding to the pre-established
calendar, Session 5 was expected to take placenarsday 19 March. However, this
date corresponded to a bank holiday, so, as atregsgkion 5 was moved to 18 March.
The sixth session was carried out on Thursday 2 ,Apst before the Easter holidays.

Finally, the third part of the study consisted ofecsingle session with three
global post-tests (L1-L2 translation, L2-L1 trarigla and a multiple-choice test). This
last session took place on 18 June, just four dajere the end of the course (see table
[28] for the chronogram).

4.3.6.2.Selection of the research context

The research context was selected based on theoaittns study and the availability of
the centre. With regard to the aims of the stuldg,third year of Elementary Education
was chosen. There were two main reasons for this.fifst one was that this level has
rarely been explored in terms of vocabulary actjorsi In fact, the few studies that
have been carried out on L2/FL vocabulary acqoisitiave mostly involved university
or secondary school students. In addition, thog#oexg Elementary education have
mainly focused on the third cycle (5th and 6th ggainother important aspect
accounted for the fact that the teacher involvethenstudy followed the coursebook to
the letter, choosing not to introduce extra teagmraterials.

As for the availability of the centre, five diffamt schools were contacted at the
start. Two of them were located in the metropoléaea of the city of Murcia, whereas
the other three were located in Archena, a towki@8netres from the capital city. We
requested a meeting with the headmaster of eactrecand the English teachers
working with students in their third academic yeBne meeting revolved around two
main points: to present the project and to dis¢hssrequirements of the study. The
headmasters and the teachers were provided withiteerwreport where the aims,
methodology and procedure of the study were exgthin

Three out of the five centres agreed to collal®ondbwever, the teachers at two
of them often introduce extra teaching materialsides the textbook. This fact would

affect the results of the study, and, as a rethdse two centres were excluded. In the
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end, only one of the centres located in Archenaepted, meeting the pertinent
requirements of the development of the study.

As the participants were underage, the schoolf§ lséa to give their permission
and the parents had to be informed of their chilogsticipation in the study. The
teacher put herself forward to talk to the paremd ask for their written permission
(see written permission both in Spanish and Engtishppendix 10).
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Date Session Content
4 Dec 2008 Students’ Identification File + Teacs Identification File + Students’ Questionnair@eacher’s Questionnaire
9 Dec 2008 Pre-test
BLOCK | 11 Dec 2008 Vocabulary Levels Test
22 Jan 2009 Vocabulary Acquisition Tests Immidiession 1
5 Feb 200¢ Vocabulary Acquisition Tests Immediate Session 2
19 Feb 2009 Vocabulary Acquisition Tests ImmetBession 3
BLOCK Il 5 Mar2009 Vocabulary Acquisition Tests Immediate Session 4
18 Mar 2009  Vocabulary Acquisition Tests Immedi@&ssion 5
2 Apr 2009 Vocabulary Acquisition Tests Immediate Session 6

BLOCK IIl 18 Jun 2009 Post-test session

Table [28] Chronogram of gtedy
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4.3.6.3.Coursebook analysis

Despite the fact that only target vocabulary intaird to 6 was tested, the whole
coursebook was analysed. In order to carry outahalysis, the coursebook was
digitalized, cleaned up and saved tas documents. Headlines, proper nouns and
onomatopoeic sounds suchlagray andoh were removed from the analysis. On their
part, linguistic contractions were transformed imionple units. For instancesn’t
becameas notandshe’s gotbecameshe has got All of the texts in the coursebook were
run through the computer program RANtHa description of the program can be
found in section 4.2.5.1. of the present chapter).

RANGE quantifies the units of a text in terms okens, types and families.
Tokens make reference to each of the forms in ékg tvhether repeated or not; for
example, the number of timeaable occurs in the text. Types refer to each of the
different forms in a text. This means that termshsaslamp and lamps are to be
counted as two different words. As regards the goate of word family, bed and
bedroomare considered the same form. However, somethaifgrdtly between the type
and the family is desirable. The reason for thih& the concept of family points to the
fact that knowing a headword such k@ also implies knowing the workdedroom—
which is not necessarily the case.

The lemma seems to solve this gap. It laasp andlampsas the same word, but
not bed andbedroom(more information about different linguistic unitan be found in
chapter 2 of the present thesis). In order to @eathie coursebook in terms of lemmas,
the texts were digitalized taking into account fibiéowing two points: 1) each word is
always considered either singular or plural so tim&t program cannot distinguish
between types. For instangeaswould always appear in plural af@mp in singular.
The second measure consists of taking — as onte dmgn — some words such e
cream (icecream) odiving room (livingroom) so that the program can recognize the
word as just one form corresponding to one singlamng.

Two different types of analysis were carried outhis respect. The first kind of
analysis was purely quantitative. The courseboogeineral, and each unit and special
section in particular, were analysed in terms & mlumber of tokens, types, families
and lemmas they contained. The second kind of aisadyso represented a quantitative

1 RANGE can be downloaded for free from Paul Nasomebpage
http://www.victoria.ac.nz/lals/staff/paul-nationpxs
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basis, but this time the words in the coursebookewdassified according to the
frequency levels found in the BNC and the GSLA ooap

Furthermore, the coursebook was analysed takimgaontount the introduction
of new vocabulary. Accordingly, we followed Schelfi’'s way of dealing with this
issue. Vocabulary introduction was representedwsy dxes. The vertical one (axis X)
represented the number of new words introducedyesisethe horizontal one (axis Y)
represented the different didactic units of thersebook. In this way we could observe

the evolution of vocabulary introduction in the ceebook as a whole (see figure 9).

4.3.6.4.Student identification

a) PERSONAL AND ACADEMIC INFORMATION: IDENTIFICATION FILE

The identification file was administered on 4 Debem2008. The teacher asked the
children to sit apart from each other the way tivewld in an exam. The teacher handed
out the identification files to all the studentiel were asked not to start until they had
all received one and the teacher had given theurtgins. The teacher used the
children’s L1 to explain what they had to do. Tlesearcher had previously informed
her about the content of the file and what thedrhit were expected to do with it.

At the same time, we were at the other end of thesmom observing and
taking notes of everything which we consideredvate to the study. The completion
of the identification file was estimated to taketthminutes.

As for the computabilization of the datthe identification file contained
different types of questions which required answafra different nature. Questions
answered dichotomously (either ... or ...) scoredr 2.oThese type of answers were
responses to questions suchgasderor Have you ever been to an English-speaking
country? Other types of questions were open to more vaaieslvers. These were
questions such a&/hat was the reason for your stay in the Engliskagkmg country?
or What is your mother’s jobThey required open answers which were identifigd b
numbers ranging from 1 to 6 and even 9, dependmipe variety (see Appendix 1 and

Appendix 2 for a Spanish and English version ofdbeument).
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b) ATTITUDINAL INFORMATION: QUESTIONNAIRE

The student questionnaire was administered in #meessession as the identification
file. The children took a five-minute break betwe#me questionnaire and the

identification file. The students were sat aparilevkhey answered the questions. Like
in the case of the identification file, the teachave the instructions in the children’s L1

and solved any doubts that might arise during #réopmance. She had previously been
informed about the content of the questionnaireshdt the children were expected to
do.

Our role here was similar to the one we adoptedhduthe identification file
stage. We sat at the other end of the classrooseraing and taking notes of what
happened during the course of the questionnairswArs to closed-ended questions
scored between 1 and 5. Open-ended questions warpegl under different categories

ad hoc.

c) VOCABULARY SIZE TEST: THE VOCABULARY LEVELS TEST

The students were administered the VLT on 11 Deeer2B08. Similar to the other
sessions, the teacher was the one who addressstut®nts. She asked the children to
sit apart from each other like they would in anraxd@he VLT was handed out and the
students were asked not to start until they hadeakived a copy and the instructions
were given.

The children’s L1 was used in order to explain wihat students had to do. The
teacher was previously informed by the researchmutahow the children were
expected to proceed. The students were familianzgtdthe multiple-choice format but
for them the VLT involved a slightly higher degrefedifficulty, as each item presented
three elements to match instead of one. This is sg®gcial attention would be paid to
explaining how to approach this test. L1 instrutsiovere provided both in the test
paper and orally. No time limit was establishedstTgerformance was expected to take
around 15 or 20 minutes. After all the students fi@idhed, they were asked to answer
two L1 questions found at the end of the documghias entendido lo que tenias que
hacer en la prueba®?Did you understand what you had to do?) afi@ ha parecido
dificil? (Did you find it difficult?). Sitting at the bacf the classroom, we continued
filling our diary with observations about importatitings that occurred during the

session.
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A bilingual version (English/Spanish) of the Voclsy Levels Test was used.
Paul Nation’s webpage offers bilingual versionssa&veral languages, but does not
include Spanish. Therefore, distractors for ousir would be translated into Spanish.
The translation process presented no difficultythes L2 terms had straightforward
equivalents in Spanish

The VLT presented an easy and quick scoring systdra score obtained for
each subject was translated into an estimation puiin means of a rule of three. The
number of correct answers was multiplied by 1008 divided by the thirty target
words in the test. The result of this mathematogaration represented the number of
words children knew among the 1000 most frequeetsan English (a sample of the
VLT both in its Spanish and English versions caridamd in Appendix 9).

4.3.6.5. Teacher identification
a) TEACHER IDENTIFICATION FILE
The teacher identification file was completed onetember 2008. Given that only one
teacher participated in the study, the identifmatfile was developed as a personal
interview. The teacher was met at school. She wg&sdadifferent questions, all of
which appeared in the identification file. The mview was carried out in Spanish.

The data code was similar to that used for the estuddentification file.
Answers to dichotomous questions were identifiedLlyyr 2. Other questions invited a
wider variety of answers. These answers were @legsnto different categories — each

category being attributed one number.

b) TEACHER QUESTIONNAIRE

The teacher questionnaire was administered ondire slay as the identification file,
that is, on 4 December 2008. Similar to the ider#tfon file, the teacher questionnaire
was developed as an individual interview, which endghossible to clarify any answers
when necessary. The interview took around fifteenutes and was carried out in

Spanish.

1 paul Nation’s webpage offers a wide range of vataly resources both for students and researchers o
English as a Second/Foreign Languauép(//www.victoria.ac.nz/lals/staff/paul-nationpa$
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The teacher’'s answers were codified in the sameasdkie students’ answers to
their questionnaire. Replies to closed-ended questscored from 1 to 5. As for open-

ended questions, these answers were classifiedliiféoent categories ad hoc.

4.3.6.6.Classroom control

a) OBSERVATION CHART

Six observation sessions — two per didactic und aronth of instruction (January,
February and March) — were planned to take placthenclassroom. However, only
three of them were possible: one in January, anathe in February and the last one in
March. The main reason behind this reduction waes tdacher’s reluctance to be
observed. She also thought that the children wgualskibly feel uneasy and anxious
about having someone ‘odd’ in the classroom. It emgsected that the children would
notice someone new in the classroom. Nonethelegsyféarence was kept to a

minimum, as the researcher’s role was limited toenodservation.

b) TEACHER WORKSHEET

The worksheets were collected by the researchiieatnd of each week, rather than at
the end of the school term. The reason for this madfold. First, it would allow for a
closer control of the group. Second, and most itapdly, the worksheets were

expected to be a good and reliable way to contedievelopment of the lessons.

c) RESEARCHER’S DIARY

The diary was used as a resource of informatiorutabbh the different sessions that
were held during the study. Not only was the diasgd in vocabulary assessment
sessions, but it was also used with the studemd’taacher’s identification file and
guestionnaire. Its length could not be predicteditadid not have a predetermined
structure. This very much depended on how the @essieveloped and what was
considered noteworthy in each of them. Normallyeaavere taken at the same time as
the situation being described. However, in the cals¢he teacher’s interview, the
comments were written straight afterwards. A sangifléhe diary can be found in

Appendix 15.
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4.3.6.7.Vocabulary acquisition assessment

This section describes the procedure that was wellb during the vocabulary
assessment sessions. It is organized into two.parsfirst part deals with the pre-test
and the global post-test. The second one is coadexiith the sessions to be carried out

during the second school term.

a) PRE-TEST AND GLOBAL POST-TEST SESSIONS
The students took the pre-test on 9 December ZD08.pre-test was held quite some
time before the acquisition tests so as not toctffee results of the latter with a
possible practice effect. The children were seatetthe same way as when taking an
exam. The teacher handed out the pre-tests theaktudents. They were asked not to
start until they all had the test on the table, amdil the teacher had given the
instructions. The teacher was previously informdmbua what the children were
expected to do. The students’ L1 was used to expéaihem what they had to do in the
test. One hour was considered enough for the cdioplef the test. Notes were taken
during the session about possible incidents angwathy details.

A dual system (0/1) was used for the pre-testisgoAccordingly, items scored
0 when no answer or a wrong L1 equivalent was piexVi Items scored one point if the
correct L1 equivalent was provided. Possible spglierrors in the L1 answers (b/v
confusion, absence of h, j/g confusion) were nkémnainto consideration, as the aim
was to find out whether the students knew the mnmgpof the L2 form; their L1
orthography is irrelevant here.

The post-test session was held on 18 June 2009adbeted modus operandi
was exactly the same as that of the pre-test. ¢t system was a dual one, and notes

about test performance were reflected in the diary.

b) SECOND-TERM SESSIONS

Six sessions were held between 22 January 20092aAgril 2009. All of them
presented the same administration and scoring gsodeach session lasted sixty
minutes. They each consisted of three differentftesnats: a L1-L2 translation test, a
L2-L1 translation test and a multiple-choice téldtey were arranged in terms of the
cognitive effort that each test implied, so thedstuits were unable to glean hints from

one test to another. In this sense, the firstdestpleted by the children was the L1-L2
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test, followed by the L2-L1 test, and finally theultiple-choice test. The teacher was in
charge of administering the tests and giving theiment instructions. She used the
children’s L1 to explain what had to be done.

The participants were engaged in a short distnactictivity between tests. In
their L1, they were orally asked about their hobbsnd their favourite television
programmes. This activity pursued a double aimtl@none hand, it was an attempt to
mitigate a possible practice effect, as the theséstcontained the same targets words.
The activity was expected to distract the childirem the test they had just done. On
the other hand, concentration spans at that ageeayeshort. Hence, this mini-activity
was like a form of escape for the children, helpingm to focus their attention on the
following test. This little discussion was develdp@ Spanish and lasted around five
minutes (See figure [21] about the developmentrnaf second-term session). While all

this was happening, we were at the back of thesidasn taking notes.

0 min 1-3min | 3-5min | 5-7 min | 7-10 min | 10-15 min
Test-takers seated in an exam-like way| X
The L1-L2 translation test is administergd X
L1 instructions are orally communicated X
The L1-L2 translation test is taken X
20 min The L1-L2 translation test is collected X
Subjects are asked about a topic which is X
not related to the vocabulary tested
The L2-L1 translation test is administergd X
L1 Instructions are orally communicated X
40 min The L2-L1 translation test is taken X
The L2-L1 translation test is collected X
Subjects are asked about a topic which is X
not related to the vocabulary tested
The Multiple-choice test is administered X
60 min L1 Instructions are orally communicated X
The Multiple-choice test is taken X
The Multiple-choice test is collected X

Fig [21] Chronogram of one second-term sessiorooitsulary assessment
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The students were normally expected to spend mione bn the L1-L2
translation test, followed by the L2-L1 translatitest. The multiple-choice test was
normally expected to be the quickest test of theeh Time spent on the L1-L2
translation test was estimated to take betweeeefiftand twenty minutes. The L2-L1
translation test was normally expected to take betwten and fifteen minutes, and the
multiple-choice test was expected to take no mbes tten minutes. Accordingly, a
sixty-minute session was considered adequate foplaiing the three tests.

The three instruments differed in the way theyenscored given the nature of
their answers. The L1-L2 translation test requaadwers in the foreign language. Due
to their low level of English, the students wer@ected to make spelling errors when
providing the L2 equivalents in the test. Howewmisspelled answers might reflect
partial word knowledge. This is why it was decidiedgive them a certain value.
Accordingly, the same L1-L2 test was scored in thfterent ways: theabsoluteway
and thepartial way. Both scoring systems were dual (0/1), altimotiey relied on
different criteria. Theabsoluteway consisted of awarding one point to those L2dsor
which were spelled correctly. All other answers evecored zero.

By contrast, in theartial way, spelling errors were considered correct ag lo
as: 1) they did not distort the meaning of the wadd 2) the word form itself was
understandable. The first condition can be illusttaby the following examplegrass
instead ofglassfor the L1 wordvasa The two words exist in English, but the spelling
error of adding ‘r’ instead of ‘I’ transforms theovd into a totally different term with a
totally different meaning. By contrast, the wattickenwritten as thiken— even if the
second ‘c’ is missing — can be understood andpné¢ed ashicken According to the
partial marking of the L1-L2 test,chikenshould be scored one point, whergaass
should be scored zéfo Therefore, two different scales are derived fribr L1-L2
test, that is, thabsoluteone and theartial one.

The L2-L1 translation test and the multiple-choiest also adopted a dual
scoring system. Accordingly, in the L2-L1 transbatitest, zero points were given to
wrong answers or those left blank, whereas cortdctequivalents scored 1 point.
Possible spelling errors in the L2-L1 translatiestt(b/v confusion, absence of h, j/g
confusion) were not taken into consideration, a&sdhm was to find out whether the

students knew the meaning of the L2 forms. In #mewf the multiple-choice test,

12The examples provided for illustrating the L1-lcdsng system are real data from the present study.
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correct matching was given one point, while wrdsignk orl don’'t knowanswers were

scored zero.

4.3.6.8. Vocabulary acquisition: Test validation

Validity is defined as the degree to which a testially measures what it is intended to
measure. There is no objective and single way ldating a test (Read 2000), but there
are some aspects of the test itself which can teefjzcept it as valid. This is the case of
the test content and the construct behind it. meiowords, a test is valid if it has
content validity, that is, if it involves the testker in a sample of behaviour that is
being measured. The three vocabulary acquisitiets t-1-L2 translation test, L2-L1
translation test and multiple-choice test) seerhawe fulfilled this requirement. Their
content corresponded to the vocabulary that thielreim were exposed to. In this sense,
the three types of vocabulary acquisition testeyerg a high degree of content validity.

Closely related to content validity is the so-adlface validity. A test has face
validity if it looksas if it really measures what it is supposed tasuee. Face validity
is important in terms of the test takers’ accepitgbiin other words, if the test content
Is not the expected one, it might not be acceptethé learners. If this is so, then the
results might be worse than what is estimated, Igirnpcause the respondents do not
give any face validity to the test they have to Blp.contrast, if the actual content of the
test reflects what the learners are expected td, fihere is face validity, and
consequently the results will be closer to realigice validity was found in the three
types of vocabulary acquisition test, as they mesmbuhe knowledge of what the
respondents were exposed to.

Another way to validate a test is by means ofdbwstruct behind it. The L1-L2
translation test is meant to measure productivalvalary knowledge. This construct
offers several definitions (a whole discussion dbihis construct can be found in
chapter 2, section 2.3.2.). In the present studdywtive knowledge was defined as the
ability to recall a L2 form by means of an equivdlel stimulus. Accordingly, the L1-
L2 translation format tapped into the definitiontloé productive construct.

As for the L2-L1 translation test and the multipleoice test, they were designed
to assess receptive vocabulary knowledge. Forake ef the present study, receptive
knowledge was defined as the ability to recognike tneaning a of L2 word.

Recognition could be reflected in two ways. Thelll2translation test did this by
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means of providing the L1 equivalent of a L2 forAs for the multiple-choice test,
recognition consisted of selecting the correct giealent of a L2 form from several
options provided.

Reliability is another aspect to be considered whrewing the test’s credibility.
A test is reliable when it is consistent and depdtel Put another way, the results
should not change if the same test is administeréde same group of students on two
different occasions — as long as their knowledge i@t changed. The scoring criteria
for the tests in this study were drawn up in orttereinforce reliability and avoid
subjectivity. In this case, L1-L2 and L2-L1 trariga tests were subjected to inter-rater
reliability. This technique shows the consistentyscoring by two or more scorers in
the same test. The L1-L2 and the L2-L1 translatests were scored by two different
raters. One of them was the researcher herselfeabdahe other one was an English
teacher who was a native speaker of Spanish. Aeletional analysis was carried out
between the scores provided by the two raters.anadysis showed a high correlation
between the two raters which meant that the teste veliable (see Appendix 38).

The case of the multiple-choice test was slightiffecent. Read states that
multiple-choice tests are “highly reliable and shigtish learners effectively according
to their level of vocabulary knowledge” (Read 20@): As stated above, the multiple-
choice format belongs to the category of objectesting. Reliability constitutes one of
the great advantages of these kind of teBisis, subjecting a multiple-choice test to
inter-rater reliability seems somewhat pointlessfdct, the multiple-choice format is
one of the best examples of reliability, as itsveers do not leave room for ambiguity,

at least in this context.

4.4. Statistical Techniques
Data analyses were carried out by means of bottriggse and inferential techniques.
Descriptive techniques provide an account of thetnmaportant features of the group
of participants. The descriptive techniques whickrevused in the analyses can be
divided into two groups: measures of central tenglemd measures of variability.

The measures of central tendency provide typicllesaof a set of data. In other
words, they offer an overall view of the sampleagoup. Frequencies and percentages
are considered to belong to this category, butwltemost common measures of central

tendency are the mean and the median. Howevemda@ accounts for the sum of all
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the scores divided by the number of scores. Giliahthe mean can be misleading for

skewed distributions, the median should also bel usethese cases. It indicates the

midpoint of distribution: half the scores are abalre median and half are below the

median. It is less sensitive to extreme scores thamean, which makes it a necessary
and complementary measure to the mean for higldweHt distributions.

Measures of variability describe how much variatemd diversity can be found
in distribution. They are used alongside measurfesentral tendency in order to
identify the dissimilarities of the sample, whiclreajust as important as the
commonalities. The most popular measures of vdityabare the variance and the
standard deviation (SD). These are closely relatedsures of variation that increase or
decrease according to how closely the scores clasbeind the mean. The variance is
the average of the squared deviations from thereefmean) of the distribution,
whereas the standard deviatio® the square root of the variance. Both measure
variability in interval-ratiovariables.

As for the inferential techniques, they aim to reaonclusions that go beyond
the immediate data alon@he inferential statistics used in this study aetofor
correlational analyses, analyses of variance (ANQ®Ad univariate regressions. The
correlational analyses evaluate the strength ofetetions between two variables. The
ANOVA calculates whether there are significant eliéinces between more than two
variables. Finally, the univariate regression tégh@ measures the effect of a single
independent variable on a dependent variable.

The whole of the statistical analysis is carried by means of the SPSS
program (version 15.0). Table [29] summarizes #@hniques that were used for the

different variables analysed.
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DATA STATISTICAL ANALYSIS OPERATIONS

Teacher identification file Qualitative description ~ ---------m-mmmo--

Teacher questionnaire Qualitative description —_—

Student identification file Descriptive statistics Frequency, percentage,
mean, SD, min/max, variance,
skewness, kurtosis

Student questionnaire  Descriptive statistics Frequency, percentage,
mean, SD, min/max, variance,
skewness, kurtosis

VLT Descriptive and inferential Frequency, percentage,

statistics mean, SD, min/max, variance,
skewness, kurtosis
and
Correlational analysis

Pre-test Descriptive statistics Frequency, percentage,
mean, SD, min/max, variance,
skewness, kurtosis

Post-tests Descriptive and inferential Frequency, percentage,

statistics mean, SD, min/max, variance,
skewness, kurtosis
and

Correlational analysis, one-way
analysis of variance (ANOVA),
univariate regression

Table [29] Statistical techniques used in the dataysis

4.5. Final Remarks

The present chapter addresses three main areasfirShéwo correspond to the
hypothesis and the research questions which haea kmsed. Most of the chapter
focuses on the method which is followed in ordeca&ory out the study. The type of
research on which the study is based respondsctondination of quasi-experimental
and descriptive design.

The dependent and independent variables have Hertified as the vocabulary
knowledge and the vocabulary input in the courskpoespectively. The former has
been subdivided into several sub-variables which areasured by a series of
instruments. The latter, on the other hand, has bescribed in detail both in general
terms and, more specifically, in terms of vocabplaput. The last part of the chapter
centres on the process of context selection, tlependent variable analysis, the

selection and validation of the instruments, amdstatistical techniques used in the
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data analysis. The next chapter focuses on theatetlysis, where the results will be
described and discussed.
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Chapter 5
Data Analysis and

Discussion

5.1. Introduction
Nowadays, a serious study which is based on empidata is not conceived without
certain statistical operations. The present chaggeafs with the analysis of the results

yielded by the several instruments that have beed in the study.

5.2. Results

5.2.1. Teacher identification file

The teacher identification file contains personatl @academic information about the
teacher in charge of the students who participatéhe study. She is a 28-year-old
woman with five years’ experience as an Englisikchieaat Elementary level. She spent
nine months in Bristol, England, working as a Spharteacher. She decided to go to
England to further improve her English, especillly pronunciation. She cannot speak

any other foreign languages.

5.2.2. Teacher questionnaire

The teacher shows quite a positive attitude towardgish. In response to the question
Why do you think that learning English is givennsach importance nowadays&he
answers that English is the international languafggommunication. She also adds that
learning English opens the doors to better job dppdies. Secondly, the teacher is
asked to think of three adjectives which best daefine role of the textbook in the
teaching of English. She defines the textbooksesfu| necessaryandessential As for
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the qualities that, in her opinion, a good textbaukst have, she states that it should be
motivating and easy to handle for the teacher. Ating to the teacher, it should also
contain a considerable amount of grammar and vdaabaxercises. She is also asked
to give three ways in which to motivate childremeScomments that she likes using
songs, games and quizzes. She holds that theyeryegood results for learning.

In addition, she is specifically asked about vataty. As to the questiorlow
important is vocabulary when learning a foreign dalage? she chooses the option
very important She believes that the best way to teach Engisto icombine both

implicit and explicit approaches.

5.2.3. Student identification file

The identification file contains personal and acaite information about the
participants, which represents the different indelemt variables of the study. All
variables in the identification file can be clagsifas categorical.

5.2.3.1. Age
The participants’ age ranges from eight to ninerge&ince all the participants are
around the same age, this is not considered ablariahich can be potentially

comparable in the present study.

5.2.3.2. Gender

The sample is made up of 44 students, 18 (40.9%Whoim are male and 26 (59.1%)
are female (see table [30] and figure [22]). Thégares indicate that the group is
reasonably balanced in terms of gender, giventtigadlifference between the number of
boys and girls does not reach 20%, presenting d@rits in favour of the females. The
fact that there are more girls than boys in thepdans by no means atypical. Normally,
the number of female students in Spanish Elemesirgols is higher than the number
of boys. Therefore, our sample reflects the gené&md in Spanish Elementary

Education in terms of gender distribution.
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Frequency  Percentage

Male 18 40.9
Female 26 59.1
Total 44 100

Table [30] Frequency and percentage of participgeisder

T T
Mak Femak

Fig. [22] Gender distrilaut of participants

5.2.3.3. Town

All participants come from the same area, thahisjedium-sized town in the centre of
the Region of Murcia. Similar to the case of atpe, fact that all children belong to the
same school, and to the same place, favours thedwmeity of the group. As a result,

this variable does not lend itself to comparisothis study.

5.2.3.4. Origin

Almost all participants belong to families of Sp&minationality. The immigrant
population of the sample is noticeably small. Odyarticipants (6.8%) have immigrant
parents. Their parents come from South America, dlvthem from Ecuador and the

other from Peru. It is important, though, to menttbat these three children were born
in Spain and are Spanish.
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5.2.3.5. Socioeconomic status

Given that the participants are underage, theilosgonomic status directly depends on
their parents’ status. As we cannot have accesgdonation regarding family income,
the children are asked about their parents’ oconipst Their answers are quite varied
so we have grouped them into five different categorl) agriculture and fishing, 2)
industry, 3) self-employed, 4) public sector andugmployed. We have only taken
into consideration those activities for which peopre paid. Some participants
informed us that their mothers were housewives, ngetcategory is created for this
group as they do not receive remuneration for dctsvity. Therefore, housewives are
included in the ‘unemployed’ category.

This categorization is applied to both the fatharsl mothers’ occupations. The
results show a predominance of the ‘self-employeafegory both among fathers
(61.4%) and mothers (45.5%). The ‘industry’ andblow sector’ categories occupy
second place among fathers with almost 16% (15&%gpresentativeness each. Only
two fathers work in the agriculture and fishing teec(4.5%), whereas one was
unemployed at the time of the study. As for the mect, the ‘public sector’ category
follows the ‘self-employed’ category with 25% ofethtotal. Another 25% of the
participants’ mothers are unemployed, whereas ardynd 2% work in the agriculture
and fishing sector, or for industry (see figure3][@nd [24]).

In light of these results, we can deduce thatgeimegal, the socioeconomic status
of the participants is intermediate. In 32 outlod ¥4 cases (72%), both parents are in
employment, with most of them being self-employad poablic sector employees,

which, for these families, permits a certain degreeconomic stability.

2% O Agric. & 2% OAgric. &
4% Fishing Fishing
0, % 2 0,
B Industry W Industry
O Self-employed [self-employed
46%
K / O Public Sector [OPublic Sector
2
62% B Unemployed ElUnemployed
Fig. [23] Fathers’ occupations Fig. [Mothers’ occupations
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5.2.3.6. Extra lessons

Three students from the initial group of particifsa(b0) receive extra English lessons.
The lessons consist of one extra hour of tutoringezk, where the content of the
regular lessons is revised. Two students sharesdimee instructor who is a native
speaker of English with no formal training as actea. The instructor of the other
student is a Spanish woman who has been trained &nglish teacher. Extra lessons
imply validity problems, and for this reason theeth participants are eliminated from
the study. None of the participants from the fisample, which is made up of 44

students, receives extra lessons.

5.2.3.7. Non-instructed contact with English owdlide classroom

This variable gathers different situations whicm gaomote the participants’ contact
with the foreign language outside the classroomeseéhsituations include stays in
English-speaking countries and the reasons foreth&sys, as well as leisure activities
such as reading, listening to music, playing vidames and watching movies — all in
English.

Only one student has been to an English-speakinoptoo The student in
guestion (male) spent three days in the United #amg with his parents. It is highly
unlikely that this visit could have had a signifitaeffect on the participant’s English
knowledge or his vocabulary level. None of the ipgrants have read books in English,
listened to music in English or watched a film ingish. Only one of them plays video
games where some English words might appear frore to time. Consequently, we
can confirm that contact with English outside thessroom is virtually non-existent, or

at least has no significant effect on the participaevel of English.

5.2.3.8. Re-sitters
There are no re-sitters in the group. All particizaare taking their third year of

Elementary Education for the first time.

5.2.3.9. Other languages spoken besides Spanish
The only language that participants use at homesaedk regularly is Spanish. They
were not studying any other foreign languages atithe of the study, neither had they

studied other foreign languages before this pefib@refore, we can say that they are
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virtually monolingual®, as they can only speak Spanish and have very kasivledge
of English.

5.2.3.10. Previous year’s English mark

The English marks that the participants obtainedytar before are classified according
to an ordinal scale. Marks are normally classifi@d five different ordinal categories:
0) suspensdD); 1) suficiente(C); 2) bien (B); 3) notable (A); 4) sobresalientdA+).
The number of points and the mark awarded are leddmhias follows: category 0 = 0 to
4.9 points; category 1 = 5 to 5.9 points; cateddry 6 to 6.9 points; category 3 = 7 to
8.9 points; and category 4 = 9 to 10 points.

The range of marks covers the whole spectrum fronfsuspensp to 4
(sobresaliente Some participants scored 0 while others obtathechighest mark, that
is, 4. This is reflected in table [31] and figugs] where we can see the frequencies and
percentages for each category. Over 43% of studmstsnednotable followed by
those who were awardesbbresalientg25%). Only three participants did not pass the

subject the year before.

Frequency Percentage
Suspenso 0-4.9

3 6.8
(D)
5-5.9
Aprobado 3 6.8
©)
Bien 6-6.9
8 18.2
(B) "
Notable 7-8.9
19 43.2
(A)b
Sobres. 9-10
(A+) 11 25.0
Total 44 100

Table [31] Frequencies and percentages of ‘Preweas's English marks’

13 The students are not considered bilingual, asnderstand the concept of bilingual as the ahitity
speak two languages fluently.
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50,0%-]

40,0%-

30,0%—

20,0%]
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Fig. [25] Previous year’'s English marks

5.2.4. Student questionnaire

The student questionnaire provides information albloe participants’ attitude towards
the English language in general and vocabularyariqular. The ‘attitude towards

English’ independent variable is presented in trenfof four closed-ended questions,
where different options are provided. Accordinghis format, what we find is a scale
variable.

The first three questions address the extent toctwhihe participants like
English, the importance they attribute to the lagg® and the role they think
vocabulary plays in learning a foreign language Haglish. The options provided rank
from 1 to 5. The higher the number, the greaterittiq@ortance, the more positive the
attitude, and the greater degree of protagonisrbatitd to vocabulary when learning
English.

The fourth question is also a closed-ended one,tlogttime there are nine
options instead of five. The selection of one oothar option is not a question of
degree. Each option corresponds to a differentctdipat the participants normally

encounter in textbooks. They are asked to seleat fdwvourite one.
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5.2.4.1. Do you like English?

Students have to answer whether they like Engligioband to what extent. As we can
see in table [32], the participants’ attitude todgaEnglish is remarkably positive. All
participants answer that they like English. Whainisre, 29 out of the 44 participants
marked 5, the highest option, stating that theg Eaglishvery much(see table [32] and
figure [26]).

1. No, | don't like it.

Frequency Percentage In fact. | hate it
1 0 0 ’
2 0 0 2. No, | don't like it
3 0 0 3. Not very much, but it's OK
4

1 34.1 4. Yes, | do
5 29 65.9

Total 44 5. Yes, | like it very much

Table [32] Frequencies and eetages of ‘Liking English’

60,0%—

40,0% ]

20,0%—|

0,0% T T

Fig. [26] Liking English

5.2.4.2. How important is English?
With regard to the second question, there are escaf 1, that is, no participants
consider the English language unimportant at alfatt, over 70% think that English is

one of the most important school subjects, andparticipants consider it the most
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important one. Yet, it should also be noted the2&ee English as just one subject
among the whole set of subjects they have to sflidgy do not state that English is not
important, but they do not comment on the imporaotthis subject either (see table

[33] and figure [27]).

1. Not important at all. It should be

Frequency Percentage eliminated
1 0
2 0 0 2. Not important
g 11 25.0 3. No more or less important than others
4 31 70.5

4. Important

5 2 4.5

Total 44 5. The most important

Table [33] Frequencies and pemges of * The importance of English’

80,0%]

£0,0%]

40,0%—

20,0%—

0,0%

J

Fig. [27] The importancekyfglish

5.2.4.3. How important is vocabulary when learniglish?
The third question focuses specifically on vocabyusnd its role in learning English as

a foreign language. Almost 98% associate learnotgbulary with a remarkable or a
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very remarkable improvement in one’s level of EsigliOnly one participant thinks
there is a weak relationship between learning newdsvand being good at English. No
one believes that English can be learnt withoutattgiisition of any new vocabulary at
all (see table [34] and figure [28]).

1. Not important at all. It should be

Frequency Percentage eliminated
1 0 0
2 0 0 2. Not important
3 1 2.3 3. No more or less important than other
4 21 47.7 things
5 22 50.0
Total 44 100 4. Important

5. The misportant

Table [34] Frequencies and percentafie3 he importance of vocabulary’

50,0%-

40,0%

30,0%

20,0%

10,0%

0,0% -
3

Fig. [28] The importancevafcabulary

5.2.4.4. What is your favourite topic when learnkgglish vocabulary?
The last question concerns the semantic fields shadents prefer when studying

English vocabulary. The most popular topics amaagig@pants are animals and sports
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with 25% each. This is followed by food and holidagach option favoured by just

over 20% of those participating. Only four studegmisfer clothes. Finally, the topics of

family, the house, routines and school are notcgedeby anyone as their favourite (see
table [35] and figure [29]).

1. Animals
Frequency Percentage 2. Clothes
1 11 25.0 .
2 4 91 3. Family
4 9 20.5 4. Food
5 9 20.5 5. Holidays
o 1 25.0 6. The house
Total 44 100
7. Routines
Table [35] Frequencies and percerstade 8. School
‘Favourite topics’ 9. Sports

25 0%-]

20,0%]

15 0%

10,0%

5,0%

0,0% T T T T T
1 2 4 s g

Fig. [29] Favdertopics

It is also interesting to calculate the prefererineterms of gender. Regarding animals,
6 out of the 11 participants who choose this tame girls. The 4 participants who
prefer clothes over any other topic are also giflse girls also show a preference for

food (8 out of 9 students) and holidays, with thinds of the female students going for
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this option. However, for the boys, it is the spddpic which dominates. None of the

girls choose sports as their favourite vocabulaalg f(see figure [30]).

Animals
OBoys
WGirls
Food
OBoys
W Girls
Sports

Clothes

OB oys
WEGirls

Holidays

OB oys
WGirls

OBoys
WEGirls

Fig. [30] Favourite topics per gender

5.2.5. Vocabulary size: the Vocabulary Levels Test

5.2.5.1. Participants’ vocabulary size

The Vocabulary Levels Test (VLT) presents a quatiié variable which estimates the

total vocabulary size of students. VLT results analysed by using central tendency

measures.
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The descriptive analyses show that the mean soorthé VLT is 339.8, which
attributes a total vocabulary size of around 340rdwéamilies to the group of
participants. The sample distribution is not cortglle normal; it is slightly right-
skewed, displaying a negatively skewed curve. Tikigonfirmed by the standard
deviation, which almost reaches 153 points. Thetd@is analysis { 0) shows a
platykurtic distribution of the data, indicatinghagh degree of dispersion (see table [36]
and figure [31]).

N Minimum Maximum Mean Std. Variance Skewness Kurtosis
Statistic Statistic  Statistic Statistic Statistic Statistic Statistic Std. Statistic Std.
Error Error
VLT 44 0 600 339.80 152.542 23269.097 -.449 .357 -620 2.70

score

Table [36] Descriptive statistics of VLT score

%

11

o ] 0 00 00 SO0 =]

Fig. [31] VLT scores

In terms of gender, the female participants hahegher vocabulary size than the male
participants (see table [37]). The former surpasslatter with almost 100 extra word
families. In other words, the mean vocabulary $arethe girls is over 376 words (sd
137.15), whereas the boys do not reach 290 (s®2p1.
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N Mean Sd
Girls 26 376.53 137.15

Boys 18 286.72 161.69

Total 44

aldle [37] VLT mean scores per gender

5.2.5.2. The VLT and the previous year’s Englisihkma

The correlational analysis shows that the indepengariables of the VLT and the

Previous year’s English mark correlate (see tak#3)[ They present a strong degree of
correlation which is significant at the 0.01 1e\{l006). The significant correlation

between these two variables indicates that those avh good at English in general

normally know more words than those who are ngaml at this language.

Previous year's

VLT English mark
VLT Pearson Correlation 1 A11(%)
Sig. (bilateral) .006
N 44 44
Previous year's EnglishPearson Correlation A11(*) 1
mark Sig. (bilateral) .006
N 44 44

Table [38] Correlation between VLT and PreviousrigBnglish mark

5.2.6. Pre-test

The Pre-test is applied to the initial sample osE@ents. The aim of this pre-test is to
check whether they know any of the target wordsctvhare going to be assessed
afterwards. Three of the students show partial kedge of some words. For the
purpose of this study, we need participants wittkkmawledge of any of the words to be

tested. Accordingly, these three potential paréioig are excluded from the study.

5.2.7. Post-tests: Second-term and final globakses
5.2.7.1. Vocabulary acquisition and the VLT
The analysis shows significant correlations betwten VLT and the four types of

scores in the final tests (see table [39]). Sigaifice is found at the .000 level in all
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cases. The strongest correlation is establisheteeetthe VLT and the multiple-choice
test (Pearson .832) closely followed by the L2-tdnslation test (Pearson .804). The
two productive scores show a slightly weaker degfesorrelation — L1-L2A (Pearson
.589) and L1-L2P (Pearson .698) — but still higsibynificant.

Pearson Correlatior Sig. (bilateral)

Final L1-L2A .589 .000
Final L1-L2P .698 .000
Final L2-L1 .804 .000
Final Mch .832 .000

Table [39@elations between VLT and final global tests

5.2.7.2. Quantity of acquisition

The post-tests are taken throughout the secondktdion and also at the end of the
academic year. Six sessions take place during ébensl term. They are carried out
every fifteen days. These sessions consist of thifeeent test types. The same formats

are used in the final session.

S1 S2 S3 S4 S5 S6
Word % Word % Word % Word % Word % Word %
mean mean mean mean mean mean
L1- 7.29 33.16 497 23.7 745 3241 347 1287 4.20 18.28 3.09 23.77
L2A
L1- 834 3791 6.25 29.76 9.27 40.31 563 20.87 547 2381 3.83 29.72
L2P
L2- 13 59.09 11.11 5292 1465 63.77 13.36 49.49 10.65 46.34 5.84 44093
L1
Mch 154 70.04 15.13 72.07 17.81 77.47 1824 67.76 16.09 69.96 8 61.53

Table [40] Means and percentages of the wacdsiired in each second-term session
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N Minimum Maximum Mean Std. Variance Skewness Kurtosis
Statistic Statistic  Statistic Statistic Statistic Statistic Statistic Std. Statistic Std.
Error Error
Final 44 3 63 22.86 12.149 147.609 1.062 .357 1.950 702
L1- (17.72%)
L2A
Final 44 7 71 30.73 14.069 197924 771 357 .681 .702
L1- (23.81%)
L2P
Final 44 21 118 60.20 23.149 535.887 .487 357 -141 .702
L2-L1 (46.67%)
Final 44 38 127 96.93 22.156 490.902 -.682 357  .129 .702
Mch (75.13%)

Table [41] Acquisition in the final session

The students as a group did not manage to acqQd®o lof the input received
(see table [40]). The highest scores were achievélte multiple-choice tests, whereas
the lowest scores were found in the L1-L2 absdiesés. On average, the group learned
around 91 words in terms of sight vocabulary knalgk (multiple-choice test), which
amounts to 70% of the input. According to the L2dcbres, the students learned about
53%, which works out at around 68 words of the tE2%ed.

Productive acquisition is considerably lower thaceptive acquisition. If we
consider all the words learned in the six seconah-tgessions, only around a quarter of
the whole set has been acquired. Put another wly 30% of the target vocabulary has
been translated into English, 23% being corregiBlled. Scores in the final session are
much the same, but slightly higher (see table [41])

A correlational analysis shows important links betw the four types of scores
in the final tests (see table [42]). Significantretations are found at the .000 level in
all cases. The strongest correlation is establiffetdeen the L1-L2A and the L1-L2P
(Pearson .967), closely followed by the L1-L2P #mel L2-L1 translation test (Pearson
.925). The lowest correlation score is found betwdee L1-L2A and the multiple-
choice test (Pearson .722).
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Final L1-L2A Final L1-L2P Final L2-L1 Final Mch

Final L1-L2A Pearson correlation 1 .967 .869 722
Sig. (bilateral) .000 .000 .000

Final L1-L2P Pearson correlation .967 1 .925 .793
Sig. (bilateral) .000 .000 .000

Final L2-L1  Pearson correlation .869 .925 1 877
Sig. (bilateral) .000 .000 .000

Final Mch Pearson correlation.722 .793 877 1
Sig. (bilateral) .000 .000 .000

Table [42] Correlation of test scores in final session

A one-way between-groups analysis of varianceorsdacted for each second-
term session and for the final session. Therestastically significant difference at the
p<.05 level in scores for the four tests in allss&ss, including the final global one: S1
[F56.884, p=.000]; S2 [F71.869, p=.000]; S3 [F88.99=.000]; S4 [F414.058, p=.000];
S5 [F92.004, p=.000]; S6 [F41.490, p=.000]; glofiaal session [F143.279, p=.000]
(see table [43]).

Nonetheless, post-hoc comparisons using the Tuk®y kst indicate that not
all scores in each session are significantly daifiefrom the rest (see table [44]). In fact,
no significant difference is found between the l2AALand L1-L2P tests in any session
except for session 4, where the scores in L1-L2A lalvL2P are statistically different.
As for the final global session, significant di#eces are recorded among all tests,
except for scores in L1-L2A and L1-L2P, where theajue reaches .204.

Session F Sig.

1 56.884 .000
2 71.869 .000
3 84.900 .000
4 414.058 .000
5 92.004 .000
6 41.490 .000
Final 143.279 .000

Table [43]JANOVA of the four test types in the second-termsgass
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L1-L2A-L1-L2P  L1-L2A-L2-L1  L1-L2A-Mch  L1-L2P-L2-L1 L1-L2P-Mch L2-L1-Mch

s1 R R R R R
S2 R . R R .
s3 R . R R .
s4  » . R R . R
S5 R . R R .
S6 R R R R R
Final * * * * *

Table [44] HDS Tukey: final session

5.2.7.3. Rate of acquisition
Table [45] shows the cumulative percentage of atjom for each second-term

session.

S1 S1-S2 S1-S3 S1-S4 S1-S5 S1-S6
L1-L2A 565 951 1529 1798 21.24 23.64
L1-L2P 6.46 11.31 1849 2286 27.11 30.11
L2-L1 10.07 18.69 30.05 40.41 48.67 53.20
Mch 11.94 2367 37.49 5167 6414 70.34

Table [45] CuntiNe percentage of acquisition from S1 to S6

Figure [32] reveals the rate at which each typ&amfabulary knowledge grows across

the six second-term sessions.

80
70

gg ——L1-12A

20 —W—L1-L2P
L2-L1
Mch

Fig. [32] tlRaf vocabulary acquisition
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The highest rate of acquisition is observed inrthétiple-choice test, whereas
the absolute L1-L2 translation test registers tlestnmoderate rate. Nonetheless, the
rate at which acquisition grows does not vary vanch from session to session. In the
absolute L1-L2 and the partial L1-L2 translatiost{ghe growth ranges from 3.26 to
5.78 points and from 3 to 7.18, respectively. Astfe L2-L1 translation test and the
multiple-choice test, the indices of growth fromeaession to the next range from 4.53
to 11.36 in the first case and from 6.2 to 14.18hasecond case.

The differences found between the lowest and highegces of the tests seem
to be considerable, but the lowest indices, incalles, correspond to the differences
between sessions 5 and 6. Leaving aside sessitre Glifferences are considerably
reduced. The differences between sessions in tHe2ldbsolute test range from 2.69 to
5.78. In the partial L1-L2 tests, these differenaesfrom 4.25 to 7.18. The reduction of
the differences is more marked in the case of thd 1 translation and the multiple-
choice test. The former range from 8.26 to 11.3Geneas in the latter case, the
differences in the growth are only around 3 poifrtsn 14.18 to 11.73.

Table [46] shows the cumulative percentages of iaitopn for each session.
These percentages were calculated on the total @uafldarget words introduced, that
is to say 129. These estimations allow us to iflerthie rate at which each type of

vocabulary knowledge grows.

S1 S2 S3 S4 S5 S6
% growth % growth % growth % growth % growth % growth
L1-L2A 5.65 5.65 9.51 3.86 15.29 5.78 17.98 2.69 21.24 3.26 23.64 2.4
L1-L2P  6.46 6.46 11.31 4.85 18.49 7.18 22.86 4.37 27.11 4.25 30.11 3
L2-L1 10.07 10.07 18.69 8.62 30.05 11.36 40.41 10.36 48.67 8.26 53.20 4.53
Mch 11.94 1194 23.67 11.73 37.49 13.82 51.67 14.18 64.14 1247 70.34 6.2

Table [46] Cumulative percentage of acquisitiomfr81 to S6

A one-way between-groups analysis of variance rglaoted for each test type
across the six sessions. The aim is to find outthdrethere is a significant growth in
the rate of acquisition across the six sessiongeireral, the ANOVA shows significant

differences between the same tests in differesi@es (p=.000) (see table [47]).
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Testtype F Sig.
L1-L2A  48.973 .000

L1-L2P  67.454 .000
L2-L1 164.694 .000
Mch 382.102 .000

Table [47ANOVA of test types in the second-term sessions

However, post-hoc comparisons using the Tukey H&$D indicate that these
significant differences do not occur between adkgans (see tables [48] to [51]). This is
especially so in the productive tests. No significdifferences are found between
contiguous sessions, that is, sessions 1 and €pees3 and 4, and sessions 5 and 6. In
the case of receptive tests, the only sessionswomot register significant differences

are sessions 5 and 6 in the L2-L1 translation test.

S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6
s1 * % x % s1 * ox ox %
S2 * % % % S22 * % % %
S3 *  * * * S3 * o+ * %
sS4+ * * sS4 *  * *
S5 x x % S5 *x  x x
Se *  x ox Se * x ox %

Table [48] Significant differences in L1-L2A tests Table [49] Significant differences in L1 2ests

S1 S2 S3 S4 S5 S6 S1 S2 S3 S4 S5 S6
s1 * % % x % s1 x % ox ox %
S22 * % x % S2 o+ * % % %
S3 * o+ * % % s3 * o+ * k%
sS4 *x  x * x % sS4 *x x x * %
S5 x ok ox % S5 *  x xox *
Se * x ox % Se * x x x %

Table [50] Significant differences in L2-L1 tests Table [51] Significant differences in Mt#sts
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Furthermore, a linear univariate regression anslfi each type of vocabulary
knowledge is carried out (see table [52]). The dédpat variable refers to the different
scores while the independent variable correspomdiset number of sessions which the
students undertake. Our aim is to identify the amd@i vocabulary knowledge that the

group is able to obtain coupled with the numbeseassions that are necessary in order
to reach half of this knowledge.

Vocabulary F Sig. R2
knowledge

L1-L2A 54.409 0.000 0.167
L1-L2P 44.734 0.000 0.146
L2-L1 53.694 0.000 0.170
Mch 38.631 0.000 0.128

Table [52] Univariate linear regressions of thefisession

The coefficients show the values for the constauck the independent variable,
in this case the sessions. The value of the caon&adlivided by 1, which yields the
maximum vocabulary knowledge that can be acquifé& number of sessions which
are necessary for reaching half of that maximunthis result of multiplying that
maximum by the value of the session in the regpesg\s there are four types of scores
(L1-L2A, L1-L2P, L2-L1 and Multiple-choice), we a@&d out four different
regressions, one for each type (see table [53]).
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Type of Unstandardizec 1/Constant (1/Constant) x value

knowledge coefficients of the sessions

in the regression
L1-L2A Constant .013  1/0.013 76.9 x 0.165

Sessions .165

L1-L2P Constant .005 1/0.005 200 x0.155
Sessions .155

L2-L1 Constant -.001 1/0.001 1000 x 0.092
Sessions .092

Mch Constant -.002 1/0.002 500 x 0.073

Sessions .073

Table [53] Results for A and B in the equation

According to the results, the students as a groapldvbe able to acquire 77
words correctly spelled (L1-L2A) as a maximum thgbaut their learning process. In
order to reach half of this knowledge, they wouéd around 13 sessions. Regarding
partial productive knowledge (L1-L2P), the groupulbbe able to learn 200 words, of
which 100 would be acquired across 31 sessionsrddeptive knowledge measured by
the L2-L1 test would amount to 1,000 acquired wortlse group would need 92
sessions to acquire 50% of this quantity. Finalbgabulary knowledge assessed by the
multiple-choice test would reach a maximum of 50@ra8, of which 50% would be
learned across approximately 36 sessions (see[&tjle

Type of Maximum  Sessions
knowledge vocabulary needed for half

knowledge of the maximum

L1-L2A 76.9 12.6
L1-L2P 200 31
L2-L1 1000 92
Mch 500 36.5

Table [54] Results of the model of vocabulary asiigin
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5.2.7.4. Which words are acquired according to tliegquency and distribution in the

coursebook?

In order to find out whether the word DP (dispensimeasure) has an effect on
vocabulary acquisition, the final global test ssoege used. Four different univariate
regressions are carried out, one for each typeesied knowledge. The independent
variable in these regressions corresponds to thebau of acquisitions registered for

each word, whereas the dependent variable indidatexlex (see table [55]).

Vocabulary F Sig.

knowledge

L1-L2A 17.341 Constant .000
Acq .000

L1-L2P 14.459 Constant .000
Acq .000

L2-L1 6.390 Constant .001
Acq .013

Mch 3.787  Constant .000
Acq .054

Table [55] Regression DP and acquisition

The regression analysis shows that the effect @ftbrd DP on acquisition is
not the expected one. Contrary to expectationsDfeloes not seem to be determinant
for acquisition. What is more, the words with hibis — that is, those with a more
irregular distribution — register higher indicesamfquisition for three of the four types
of vocabulary knowledge involved. In Table [54]etfrelationship between the DP and
acquisition is significant in L1-L2A [F 17.341; mlhe = .000]; L1-L2P [F 14.459; p
value = .000]; L2-L1 [F 6.390; p value = .013]; libis is not the case of the multiple-
choice test [F 3.787; p value = .054].
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1 P = = 1, £00000 =
0200000 - 200000
0500000 - 0500000
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=
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Fig. [33] DP index and L1-L2A acquisition Fig. [34] DP index and L1-L2P aisition
0,500000 o,2s0000
0, 0000 0, 200000 =
0, 300000 -] 0, 130000
o
0, 200000 -] 0, 1100000 — =
o
0, 100000 =] 0,050000 | IuH/%/
Fig. [35] DP index and L2-L1 acquisition Fig. [36] DP index alith acquisition

Figures [33] to [36] represent the degree of wacduisition according to their
DP. The ascending line indicates that the relalignbetween the index of dispersion
(DP) and acquisition is positive. Put another wtye higher the word DP — and

consequently the higher its irregular dispersighe-higher its degree of acquisition.

5.3. Summary of Results

The key findings of this study are summarized below
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1. The information provided by the teacher ideadifion file and the teacher
guestionnaire reveal a professional individual frima field of teaching who fits the
typical profile of an English teacher in Spain: ative speaker of Spanish with a
positive attitude towards the English language aodabulary. She considers the
coursebook a very important tool in the classrooihfallows it very closely.

2. Descriptive statistical analyses present aestucgample which is fairly
representative of a typical group of English leasn&t an Elementary level in Spain.
Their socioeconomic status together with the typecantact they have with their
foreign language paint a picture of a typical groefifenglish students at an Elementary
school in Spain. They have a vocabulary size wilchs not surpass 340 words on
average and they have no contact with any othegukages beyond Spanish and
English. In general, they present a positive atétiowards the English language,
recognizing the importance of learning vocabularyorder to improve their foreign
language level.

3. The correlational analysis between the VLT Hrapost-test results suggests
that the VLT is a good predictor of a student’salmdary size.

4. Descriptive statistics indicate that the graaipot capable of scoring 100% in
any of the vocabulary testing sessions for anyeftypes of vocabulary knowledge.

5. Correlational analyses between the final fast tscores reveal that good
scorers in one test type are normally good scaretBe other test types, and that bad
scorers in one test type are also bad scorergiottier test types.

6. A one-way analysis of variance and post-hocejuknalyses prove that
receptive knowledge grows significantly faster tipanductive knowledge.

7. A univariate regression reveals that the paditts’ vocabulary acquisition
process can be modelled to a certain degree, sirygése rate at which vocabulary can
be learned.

8. A univariate regression analysis proves thathis case, the words’ index of

dispersion is not able to predict the acquisitibthose words.

4.4. Discussion of Results
The initial hypothesis of this thesis suggests that non-systematic introduction of
input might be related to vocabulary learning. Tindings reported in chapter 5 seem

to confirm this hypothesis. Despite the irregutdaroduction of new vocabulary, word
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acquisition has been recorded. The key issue, thaago find out to what extent the
learning process has been affected by non-systestiati. Put another way, we need to
know how many words have been acquired, at whatthety have been acquired, and
finally, which specific words have been acquired¢cading to their frequency and

distribution.

5.4.1.How many words have been acquired?

The post-test results reveal that by no means habeainput been learned by the
students. In fact, the participants have been &bjgoduce less than 24% of the new
vocabulary they have been exposed to, and onlyndr@8% has been spelled correctly.
They have only been able to translate around 4&b6%e new vocabulary tested and
recognize 75%. Hence, the degree of acquisitioroissiderably far from the desired
100%.

The causes of these low figures are not very cleao possible explanations for
this situation are proposed. The first one liethimn context of non-systematicity, which
might prevent students from acquiring all the inpdtich has been introduced. The
second one could be attributed to the number ofstatroduced per session. That is to
say, the amount of new vocabulary presented coulpass the amount that the
participants are capable of acquiring.

Moreover, it is important to consider the divergemén acquisition regarding
different types of vocabulary knowledge. Correlatidoetween the four final test scores
show that high scorers in one test type are algh bcorers in the other test types.
Statistical differences between the four test scdralicate important divergences
among the four types of vocabulary knowledge whiakie been measured. Receptive
knowledge is significantly higher than productiveokvledge in all testing sessions.

This fact runs counter to previous studies suclthas of Takala (1984). The
participants in Takala’s study were also Elementigool students of English as a
foreign language. Takala's results showed thatetheas no significant difference
between receptive and productive vocabulary knogdedin other words, around 95%
of the vocabulary learned receptively also prowetd learned productively. The author
attributed these results to the participants’ lewel of English.

By contrast, our results are in line with most umdary studies, where the

differences between receptive and productive kndgéeare considerably high in the
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lexicon of L2 students, regardless of their le¥ghat is more, not only are differences
established between receptive and productive krdyelein general, but statistical
differences are also registered between the twestgb receptive tests. The six second-
term testing sessions show that results in theiphedthoice test considerably surpass
those in the L2-L1 translation test. However, warntd say the same about the two
types of productive knowledge. Differences betwé#em L1-L2 absolute and L1-L2
partial tests are only significant in session 4t Boother way, in this session more
words have been acquired productively in comparnsiih the amount of words which
have been correctly spelled.

Divergences may be related to intralexical factbifferences between the two
productive tests can be explained, at least plgrtiay the difficulty in the orthographic
representation of some words. In the case of sedsiae can find up to five cognates —
which may have made the acquisition of the meafong- link easier, but not the
correct spelling, as scores in the L1-L2 absoles¢ @re significantly lower than those in
the other type of productive knowledge.

Therefore, we could draw the conclusion that anortgmt part of the input
introduced in a non-systematic context has not esmed, although the causes for this
are not clear. Furthermore, our results also indighat the differences between
receptive and productive knowledge can be finedubt® at least three types of
knowledge, and in some cases four, depending ondhee of the words: recognition
of the L2 form with the help of L1 options; recogon of the L2 form without the help
of L1 options; understandable production of a L&rfpand correct production of a L2

form.

5.4.2. At what rate have they been acquired?

It seems that the coursebook points to a certaguisition of vocabulary, as if the
introduction of input depended on this particulaatenial, at least in the context of this
study. Yet, the coursebook’s influence on acqusitis only partial. In other words,
despite the differences in the amount of vocabuiaimpduced each time, the rate of
acquisition seems to be fairly constant across#o®nd-term sessions in general, with
the exception of session 6. In this session, atopnssuffers a considerable decrease
with respect to the previous ones. This is espgamticed in the two receptive tests

where the rate of decrease comes to around 50%e8lken for this fall in the rate of
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acquisition is not clear. Session 6 introducessthallest amount of new input with only
13 new forms. We could attribute the decreaseenrdite of acquisition to the decrease
in the rate of introduction. However, to our knogde, there are no serious studies
which have explored this issue, and this suggest@mmot be confirmed.

Other possible explanations for this decrease guiattion can be also linked to
intralexical and extralexical factors. Among the 8w items introduced in session 6,
there are 6 compounds and two adverbs. From aamierical standpoint, the compound
nature of the words introduced could have made Hugjuisition more difficult. What is
more, the fact that most words are not concreteabstract, together with the fact that
two of them are adverbs, could have prevented stadieom learning them easily.
From an extralexical point of view, session numbeis the last of the second-term
sessions. Experience tells us that towards theoérile term, the students’ level of
concentration decreases considerably. Lack of cdrateon and tiredness could have
been possible causes for the diminishing rate qliiation. In fact, the researcher’s
diary documents evidence of the tiredness anddacloncentration in this last session.
The students became more restless and some ofsisemmed quite absent while taking
the tests.

Differences in the rate of acquisition have alserbeoticed in terms of the types
of knowledge assessed. The rate at which inpwgamed varies according to the test
type. As was expected, the highest rate of ac@unsis observed in the multiple-choice
test scores, followed by the L2-L1 test, the L1{&tial test, and finally the L1-L2
absolute test which presents the lowest growth. rd#iseacquisition in both types of
receptive test grows significantly during the sigssions, a significant increase in
productive knowledge can only be seen betweenmesdi and 3, and 3 and 5. This
indicates that the rate at which productive vocalulknowledge increases is
considerably slower than the rate of receptive Kedge. The results show that, at least
in the context of the present study, extralexical antralexical factors would seem to
exert an important influence on the rate at whichabulary is learned. Therefore, even
though the rate of introduction is expected to @awle in the rate of acquisition, this
sentence should be fine-tuned in some situations.

A second aspect regarding rate points towards dssilplity of modelling the
process of vocabulary acquisition. A linear uniatgi regression for each type of

vocabulary test indicates that, at least in thagrof participants, their rate of

203



Chapter 5

acquisition could be somehow predicted throughbet ocabulary learning process.
This being so, the mathematical formula used indé& analysis could, in principle,
predict the rate at which the vocabulary is gomge acquired by a group of students.

However, the B values obtained in the regressiervary low, even negative in
some cases. This means that the students arefastifom reaching the point of
saturation in vocabulary acquisition. This fach® unusual, given that our group of
participants is at an initial stage of learningd éimey still have a long way to go to reach
saturation. It is therefore not possible to prethet maximum amount of vocabulary to
be learned by participants during their processafuisition. Should the participants
have a higher level of English and know more votatyy only then could prediction
possibly be more accurate.

Nonetheless, the formula does allow an approxima®to the prediction of the
rate at which vocabulary can be acquired. It setiasstudents are able to learn around
500 words receptively in about 92 hours. It is etee that students will be exposed to
the foreign language for about 100 hours during@ademic year. If this exposure time
is multiplied by the years of instruction, we wotildd that a typical Spanish student of
English would presumably be exposed to the fore&gguage for about 1,200 hours.

This situation leads us to wonder how it is possiiblat a considerable part of
the Spanish student community is not able to 1&z000 words receptively. We are still
far from finding the answer to this question. Wiilagse results seem to indicate,

though, is that the learner’s ability of L2 acqtiesi is not being optimized to the full.

5.4.3. Which words have been acquired in termsrefjuency and distribution?
According to Gries (2008), the closer the indextaszero, the more normal the
distribution of the word. Most vocabulary expertsich that a regular distribution
favours acquisition. A linear regression analys$ievgs that this is not the case in this
study. High concentrations of cases at some paihthe regression line confirm that
frequency and distribution are not related to tbgussition of the vocabulary presented
in the coursebook. What is more, surprisingly emgugur results show just the
opposite. The index of dispersion seems to beelat acquisition, but in a way which
IS not expected, that is, words with a more irragdistribution present a higher degree

of acquisition than those with a more regular dstion.
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Two ideas can be discerned from these resultsfifdteone points to the effect
of intralexical and extralexical factors in acqtim. Many of the target words with
high indices — that is, those with quite an irregudispersion — are the protagonists of
the didactic units that the students worked onughout the second term. This implies
that these words are handled more explicitly angre&ater detail than those with a more
systematic dispersion. A clear example of thishis ¥erbcan This word presents the
highest index of dispersion (35.81), indicating itsegularity throughout the
coursebook.

However, this word presents one of the highestebesgof acquisition of all the
final test types. The reason may be that the gartconstitutes the centre of one of the
main grammatical points in this course: the abiiitydo somethingCanis by no means
an isolated case. There are a number of wordsanltigh index of dispersion, which at
the same time present a high degree of acquisifiamn. example, words such as
breakfast(7.27),chips(8.18),fish (9.9),get up(6.36),ice cream(7.27),0’clock (16.36),
play (11.09) andschool (6.36) present indices of between 6.36 and 16Y&8, the
proportion of students who learned those wordswarage amounts to almost 96% in
the multiple-choice test, around 87% in the L2-kdnslation test, 75% in the partial
L1-L2 test and almost 60% in the absolute L1-L2gtation test. These figures clearly
surpass the general means of acquisition of theipgrespecially with regard to
productive knowledge.

Another possible factor which might explain thigation is that of cognateness.
Spanish cognates in this study present a high degracquisition, and at the same time
have quite an irregular distribution. For instartbés is the case dbotball (8.18),goal
(9) and macaroni (6.38), where high levels of acquisition in ditfat types of
vocabulary knowledge are found despite their unelstnibution.

It seems clear that the intersection of factorscivimay have influenced our
results regarding dispersion should make us refdecthe intricacies of vocabulary
acquisition. Not only do our data deviate from theory of systematic introduction, but
they also run counter it. However, this does noaméhat systematicity should be
guestioned, nor should our data. This fact onlyeaty the complexity of vocabulary
acquisition and the compendium of factors whicly @aole in this process.

The second idea involves two vocabulary acquisitmoblems which are

directly related to the introduction of input. Gretone hand, the frequency indices of
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vocabulary point to a mismatch between real languagd language use in the

coursebook. This fact runs counter to the theaktenets which constitute the bases of
contemporary didactic materials. These bases melthe Communicative Method and

authenticity. A large proportion of the vocabulahat appears in the coursebook
corresponds to low levels of frequency, that isgvabthe 1,000 or 2,000 most frequent
words.

Nonetheless, this fact can be partly justified bg heed for functionality. We
cannot ignore the role of functionality. Put anotley, there are words which are
highly functional for students, but at the sameetiare not among the most frequent
ones (see chapter 3, section about functionalliigxtbook designers sometimes have to
choose between what is supposed to be used acgdadthe frequency lists, and what
is actually useful for learners. Therefore, the match could mirror a deficiency in
present-day corpora, where the resources for drades should be reviewed as well as
the criteria for their compilation, together withetr use in specific areas such as
Second/Foreign Language Teaching.

On the other hand, words appear to gush-out other words, they are treated
intensively for a short period of time to be fortgot afterwards. In this sense,
knowledge is not constructed in an organized aadual way; rather, it is introduced at
different moments. These two facts are reflectedhieydeficiencies in the vocabulary

acquisition on the part of the students.

5.4.4. Further comments on other variables

In addition to the comments on the key resultsrettere other outcomes which also
merit discussion. Some of the identification valéslprove to be non-distinctive among
participants. This is the case of age, town, or@gm other variables which refer to
contact with English or other languages besidesniSpa Information on the
socioeconomic status of the students is only useerims of description. An analysis of
the possible relationship between acquisition amdogconomic status is beyond the
aims of this study.

As for the students’ opinions about English andaigdary learning, the group
appears to be highly homogeneous. All the studgintsv a positive or very positive
attitude towards the English language, acknowleglgis importance to their academic
learning. The participants’ opinions about vocabulaarning and its role in their level
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of English are also positive or very positive. Givéhat there are no significant
differences among the group members, the opinioiablas are not distinctive for the
study; they are merely informative.

It is worth mentioning the correlations of the Viwith the independent variable
of the students’ English marks from the previouaryend the dependent variable of the
final post-tests. In the first case, the fact it VLT and the English marks from the
previous year correlate may lead to confusing tesul erroneous conclusions in other
statistical analyses where both are present. Bhahy one of them was to be omitted.
Once it was verified that the English mark from tear before correlated with the
VLT, it was omitted from future analyses. For themson, the independent variable of
the English mark was omitted.

There are two reasons why the VLT is favoured ¢werEnglish mark. First, the
VLT provides the vocabulary size of each partictpaich is judged to be a more
important piece of information than the marks tiobyained the previous year. Second,
the VLT has been widely used in other studies orva@abulary acquisition yielding
good results, proving its validity and reliabilityn fact, the VLT is both an objective
and specific tool for vocabulary measuring, wherg@sstudents’ English marks from
the year before are rather subjective and involveemtypes of knowledge than
vocabulary, such as grammar and communicativesskill

In the second case, the VLT correlates with ther fiypes of vocabulary
knowledge. In other words, those who obtained Higbres in the VLT also obtained
high scores in the four test types. This fact satggavo ideas. First, the VLT is a good
predictor of vocabulary acquisition. Second, the TVlis already a recognized
vocabulary tool. Given the international impacttis test, the post-tests used in the
present study are validated as their results @igelith the VLT scores. It is normally
used with higher level students and/or with oldadents. For this reason it is important
to remark that even in the case of young and eleangfearners of English, the VLT is
still useful.

As a conclusion to the present discussihiis thesis suggests that in a formal
context, the quantity and quality of the vocabuldearned by the students is
conditioned by the textbook. However, we cannofficanthat the indices of dispersion
of the vocabulary affect acquisition, at leasthe way they were expected to. What

does seem clear is that non-systematicity — whienacterises the input introduction in
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the textbook — promotes irregular learning, contrtar the experts’ recommendations.
Non-systematic introduction contrasts with the stud’ acquisition, which seems to be
quite regular and model-like. This mismatch couklamthat we are not making full use

of the textbook in the foreign language classroom.
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Chapter 6
Pedagogical Implications

and Recommendations

As a general rule, textbooks constitute the coroohal English instruction in Spain.
Yet, following the EFL textbook very closely doest seem to lead to students learning
all that is expected of them. Nonetheless, theltsesagister input acquisition, even
under the unsystematic context reflected by thébtok. In other words, the students
learn despite the teaching system, but the piondrieh is obtained is far from the
expected and the desirable.

The lexical content of the textbook points to intpat deficiencies which are
reflected in the students’ vocabulary acquisitibhe basis of these deficiencies may lie
in the lack of rationale behind the vocabulary eontof the EFL textbooks, which
prevents the optimization of instruction in the 8igh EFL classroom.

The set of recommendations and implications maetian this PhD thesis refer
to a group of students with a certain level of ERLa specific context, where the
introduction of input is far from systematized. Tdfere, this student sample should not
be generalized to the entire learning community.

The recommendations and implications which are gsed here target the
different sectors of the teaching community.

Material designers One of the possible solutions to the lack of oradie
regarding EFL textbooks may point to thgstematized introduction of input. In this
respect, two aspects need to be considered (3ge {i§7]). First, systematization
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should be built upon the underpinnings of a refegnogramme which should be both
intensive and extensive. Intensive rehearsal réetise number of times a word occurs
in one didactic unit. The programme should prontbeetreatment of all target words
with the same intensity. This means that the degfedtention and protagonism in the
textbook should be the same for all target vocalulBxtensive rehearsal involves
periodical recycling. Not only should target vockoy be worked intensively for a
short period of time, but it should also be reegitat certain points of the learning
process.

Second, systematization should also rely on an redjecumulative and
associative construction of lexical knowledhd his suggestion implies an organization
of vocabulary introduction where V — that is, thewnvocabulary which has been
introduced and acquired — is followed by V+1, then(V+1)+1, ((V+1)+1)+1, and so
on. Vocabulary introduction should be developedrupocontinuous line. Not only
should vocabulary introduction be continuous anchwative, but it should look that
way too. Students should feel that they have thgodpnity to use what they have
learned and keep on learning. This feeling canostefed by a programme such as the
one suggested here.

Hence, the combinations of Vs and 1s should noumderstood as separate
entities but as part of a cogent whole which iglgedly established and reflected in the
vocabulary knowledge. An organized presentation hinigontribute towards an
organized knowledge, which is considered to beebdtr learning, retaining and
accessing.

In order to carry out this vocabulary programmeisinhecessary to determine
which specific vocabulary should be dealt with v tcourse or even during a whole
school year, namely the second or third cycle ehtéintary education. Only in this way
can the programme be successful. The use of freguists and corpora could be a way
of selecting this vocabulary. However, a revisidrih@ use of corpora for pedagogical

purposes is recommended (see below for furtheraesgion).

14 Comparisons with Krashen’s theory of Second Lagguicquisition are expected. However, we
should not identify this second aspect with thesotly. First, Krashen'’s ideas are related to grancadat
knowledge, not vocabulary. Second, the authorisftttesis does not assume a natural order of
vocabulary acquisition.
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SYSTEMATIZATION OF VOCABULARY

! !

Intensive

Extensive

rehearsal
rehearsal

— —

V—> Vil —> (V+1)+1 —>  ((\+1) —> ((V+1)+1)+1)

Fig. [37] Systematization of vocalwylantroduction

Teacher trainers The role of the teacher trainer is essential rdep to
encourage teachers to adopt a critical view towatdss materials. Trainers should
instruct teachers about the identification and mrpment of lessons, didactic units and
textbooks which are considered lexically poor. Thuginers should join efforts and
promote courses specifically devoted to the saactand adaptation of didactic
materials. In this sense, they could help teacheescome possible insecurities when
forming their opinions about a textbook. In theserses, teachers should learn how to
analyse the quality of a textbook from the perdpeadf vocabulary as well as how to
improve its lexical content.

EFL TeachersThey are the most direct link between the vocadyulnput
found in the textbook and the student. What is mtirey are usually responsible for
selecting the EFL textbook which is to be usedlasx For this reason, they should
take a critical approach towards the overwhelmirteroof didactic materials.
Moreover, they should communicate the importancesaxdfabulary learning to their
students. In fact, promotion and monitorizatioraadystematic approach to vocabulary

learning is a possible way of doing this.
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ResearchersThe recommendations made to the scientific conityiymoint
towards a further exploration of some lines of stigation which have been opened up
in this PhD thesis. First, an effort should be m#&oldink science with the current
reality. The research community should take thé&aive in establishing links with
teachers, resource designers and the rest ofahbkitg community. Studies like the one
presented in this PhD thesis suggest that Linggisthnd Pedagogy can and should work
hand in hand towards the optimization of EFL teaghi

The research community of teaching and learninge@®&d/Foreign Language
should promote studies with a direct applicatioth®classroom. These types of studies
can help to detect pedagogical deficiencies, whlabuld be the first step towards their
solution. It is true to say that, in some partsSgfain, interest in SL vocabulary
acquisition has recently grown. Yet, we cannottbay there is a solid Spanish research
tradition in the field of SLVA. Studies like the @mpresented here can contribute
towards the beginning of this lack of traditionSpain.

Secondly, the rate of vocabulary acquisition hagags been neglected in the
field of SLVA. Studies have normally focused on tbarner’s total vocabulary size, but
they rarely discuss how this size has been foriyetk studies on the rate of vocabulary
acquisition in different contexts and with diffetgrerspectives are desirable.

Thirdly, it is recommended to pursue further anedysn the effect of the so-
called interlexical factors on L2 vocabulary acgios. Gries’ index of dispersion
should be used in other learning contexts withnlees of different profiles. What is
more, there are other indices of dispersion whiobukl be explored. Not only should
more studies on interlexical factors be carried but also studies about the effect of
intralexical and extralexical factors on SLVA ndede explored.

As we have previously mentioned, further reseanchth® pedagogical use of
corpora is needed. Corpora compilation and appbicato L2 vocabulary teaching
should go beyond the traditional criteria of fregeye of occurrence and the degree of
representativeness of their sources. The pedadagieaof corpora should be reviewed
and adapted to the aims and levels of the targehées. Indeed, Corpus Linguistics
research should focus on the specialization of iBpecorpora. That is to say,
researchers should explore the possibility of desgy specific corpora tailored to the
students’ learning context, for instance, EFL anigntary level or English for Specific

Purposes.

212



Chapter 6

Finally, the author of the present PhD thesis aersi that advances in
understanding Second/Foreign Language acquisifimo@abulary rely, at least in part,
on the interdisciplinary aspect. Pedagogy is ontheffields which should forge a solid
link with Applied Linguistics. Both areas can feeffl one another. Applied Linguistics
tries to identify and offer solutions to languagéated real-life problems. Pedagogy can
be a good tool for Applied Linguistics to reach geals, as the former refers to
instruction and teaching methodology. Other scientisciplines such as Neurology,
Sociology and even Politics can afford new perspeston the learning of vocabulary
in a Second/Foreign Language.

To conclude, it seems that we are still far frontimzing Foreign Language
learning in the English classroom. Additional pemgigal steps have been
recommended in order to reach this goal. Theses stgget material designers, teacher
trainers, EFL teachers and researchers, sincedlhgyay a vital role in the students’
EFL learning process.
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Final Conclusions and

Limitations of the Study

The present study has arisen from the need to exgBL vocabulary acquisition in a
typical Spanish context of formal instruction. Tégeidy has opened up new lines of
investigation, taking a step further in the fiefdSh VA.

This PhD thesis appears adbiapsyof the Spanish scenario where vocabulary
learning is mainly developed in a formal EFL contén other words, a piece of reality
has been analysed, where a typical group of stadgragn Elementary level are exposed
to EFL and are meant to learn vocabulary.

The textbook has been a main protagonist in tlaenieg process. It has
accounted for the main source of EFL input. Thimi¢peso, the hypothesis was that the
textbook would have an effect on the students’ atay acquisition. Thus, the study
centred around verifying or refuting this hypotlsesind if confirmed, on which terms.

Results showed that vocabulary acquisition wasa wegree, affected by the
textbook. The non-systematic introduction of inputwhich was promoted by the
textbook — revealed a panorama which was far fromoptimum learning context.
Given this situation, a series of suggestions Hasen made which involve different
sectors of the educational community.

However, a larger student sample would have besinatide. Similarly, a more
comprehensive study with data collection spannitgnger period of time would have
added more support and reliability to the suggestiand conclusions derived from it.
Unfortunately, it is considerably difficult to gaatcess to Elementary schools in Spain.
Those centres which agree to collaborate estahlstries of conditions which must be
respected. Time restrictions are one of the faatdmgh limit this type of research the

Mmost.
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Moreover, given the wide variety of textbooks taet currently available on the
market, it would be interesting to extend this tgbetudy to other textbooks as well as
to students with different levels, not only in tbentext of Elementary Education but
also in Secondary Education.

By no means is there the intention here to haeeldht word about SLVA in
terms of quantity, rate or didactic materials. Ratlthe present PhD thesis should be
judged on its heuristic value — as a framework artdgger for steering new research

which might generate data that go beyond the thieate
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Block 1. IDENTIFICATION FILES

Appendix 1
Ficha de identificacion del alumno
Nombre y Apellidos
Edad
¢Chico o chica?
¢En qué pueblo vives?
¢En qué trabaja tu padre?
¢En qué trabaja tu madre?
¢Qué nota sacaste en ingles el afio pasado?
¢Eres repetidor?

¢Has dado o das ahora clases particulares de
inglés?

¢Has estado alguna vez en un pais donde se
hable inglés?

¢Sueles leer libros en inglés?
¢Sueles escuchar misica en inglés?
¢Sueles ver peliculas en inglés?

¢Sueles jugar a videojuegos que estén en
inglés?

¢Dénde nacié tu padre?
¢Dénde nacié tu madre?

¢Se habla otra lengua ademds del castellano
en tu casa?

¢Has estudiado o estudias ahora alguna otra
lengua extranjera ademds del inglés?

Si es asi, ¢qué lengua es?



Block 1. IDENTIFICATION FILES

Appendix 2

Student identification file

Full Name

Age

¢Boy or Girl?

Where do you live?

What does your father do?

What does your mother do?

What was your English mark last year?
Are you a resitter?

Do you attend or have you ever attended English extra-
lessons?

Have you ever been to an English-speaking country?
Do you usually read English books?

Do you usually listen to English music?

Do you usually watch movies in English?

Do you usually play English videogames?

Where was your father born?

Where was your mother born?

Is any language other than Spanish spoken at home?

* Have you studied or are you studying any other L2 besides
- English at the moment?

If this is the case, which ones?



Block 1. IDENTIFICATION FILES

Appendix 3

Ficha de identificacién del

profesor

Nombre y Apellidos

Edad

Sexo

Estudios Universitarios

Afos de experiencia

Estancia en paises de habla inglesa

Duracion de la estancia

Razones de la estancia

Otras L2 ademas del inglés




Block 1. IDENTIFICATION FILES

Appendix 4

Teacher identifica tion file

Full Name

Age

Gender

Degree

Years of Experience

Stay in English speaking countries

Length of stay

Reasons for stay

Other L2 besides English




Block 2. QUESTIONNAIRES

Appendix 5

Cuestionario del alumno

¢Te gusta el inglés?

a) Si, me gusta 'b) Si ~¢) Regular d) No
mucho | |
Creo que el inglés es ...
a) La asignatura b) Una de las c) Una d) Una
mds importante asignaturas asignatura asignatura
mds mds, ni mds ni - no muy
importantes menos importante
importante
que las demds
Para aprender inglés, aprender nuevas palabras es ...
a) Lo mds b) Una de las c) Unadelas ~ d) No muy
importante cosas mds cosas que se  importante
importantes hacen para
aprender

inglés, pero ni
mds ni menos

importante

que otfras
¢Cudl es tu tema favorito a la hora de aprender vocabulario?
a) animales b) ropa c¢) familia d) comida
f) la casa g) rutinas h) escuela i) deporte

e) No. De
hecho lo odio

e) Una
asignatura
nada
importante. De
hecho,
deberian
eliminarla

e) Nada
importante en
absolute, de
hecho no pasa
nada si no se
aprenden
palabras

e) vacaciones



Block 2. QUESTIONNAIRES

Appendix 6

Student Questionnaire

Do you like English?

a) Yes, I like it 'b) Yes, I like it c) Not,very  d)No, I e) No, I don't.

very much ‘much, but it's  don't In fact, I hate
| ok it
I think English is...
a) The most b) One of the  ¢) No more or d) An e) A subject
important subject most important = less unimportant - which is not
subjects important subject important at
than others all. In fact,
they should
eliminate it

In order to learn English, learning new words is ...

a) The most b) One of the  ¢) One of the ~d) Not e) Not
important thing most important = things that important  important at
things are done to all. In fact,
learn English, there is no
but no more problem is no
or less words are
important learned

than others

Which is your favourite topic when you have to study vocabulary? (Choose only
one)

a) animals b) clothes c) family d) food e) holiday
~ f) house 'g) routines h) school i) sports



Block 2. QUESTIONNAIRES

Appendix 7

Cuestionar io del profesor

¢ Por qué cree usted que se le da tanta importancia a aprender inglés hoy en dia?

Diga, por favor, tres adjetivos que mejor definan el papel del libre de texto en la
ensefianza del inglés

¢, Qué tres caracteristicas cree usted que son esenciales para un buen libro de texto de
ensefianza del inglés como lengua extrajera?

Puede decirme tres maneras de motivar a los nifios para que aprendan vocabulario?

¢, Como de importante cree que es el vocabulario para aprender una lengua extrajera?
(Escoja una de entre estas cinco opciones)

a) Lo mas b) Muy c) Ni mas ni d) No muy e) Nada
importante importante menos importante importante
importante
que otras
areas

A su juicio, ¢cudl cree que es la mejor manera para ensefiar vocabulario en inglés
como lengua extranjera? (Escoja una de entre estas tres opciones)

a) Solo implicitamente b) Solo explicitamente ¢) Una combinacion de
enfoque implicito y explicito




Block 2. QUESTIONNAIRES

Appendix 8

Teacher Q uestionnaire

Why do you think that learning English is given so much importante in the present

days?

Please, could you think of three adjectives which can define the role of the textbook in
the teaching of English?

Which three characteristics do you think a good EFL textbook should have?

Please, could you tell me three ways of motivating children to learn vocabulary?

How important is vocabulary in learning a Foreign language? (Choose one among

these five options)

a) The most
important thing

b) Very c) No more or

important less important
than other
areas

d) Not very | e) Not important
important at all

In your judgement, which is the best way to teach EFL vocabulary? Choose one

among these three options

a) Only implicitly

b) Only explicitly

c) A combination of implicit and
explicit approach




Block 3. VOCABULARY LEVELS TEST

Appendix 9

Esto es un test de vocabulario. Debes escoger la opcién correcta para cada una de las
palabras en castellano que aparecen. Escribe el nUmero de la palabra en inglés al lado de su

equivalente en castellano. Mira el ejemplo.

I business

2 clock __ pared
3 horse ____ caballo
4 pencil _ lapiz
5 shoe

6 wall

Tienes que responder de la siguiente manera.

| business
2 clock 6 pared
3 horse 3 caballo
4 pencil 4 lapiz

5 shoe

6 wall

¢PREPARAD@?

This is a vocabulary test. You must choose the English word to go with its Spanish equivalent.

Write the number of the English word next to its Spanish equivalent. Here is an example.

I business

2 clock __ pared
3 horse _____ caballo
4 pencil _ lapiz
5 shoe

6 wall

You answer it in the following way:

I business

2 clock 6 pared
3 horse 3 caballo
4 pencil 4 lapiz
5 shoe

6 wall

READY?



Block 3. VOCABULARY LEVELS TEST

1 could

2 during ______podria (verbo poder)
3 this _____ durante

4 piece ______para(como en “para comer”)
5 of

6 in order to

1 indeed

2 what ______mi(posesién como en “mi casa”
3 along ____ deverdad
4 my ____alguno

5 some

6 away

1 church

2 scene _____coche

3 hour _____ problema
4 trouble _____hecho (algo que ocurre)
5 fact

6 car

1 meet

2 leave ______poner

3 put ___ dar

4 give _____usar

5 use

6 begin

1 wind

2 room _____hombre

3 line _____linea

4 enemy _____noche

5 night

6 man

1 kill

2 reply _____avanzar

3 advance ______responder
4 appoint _____matar

5 divide

6 receive

1 moment

2 separate _____momento
3 worse _____separado
4 free _____amarillo

5 heavy

6 yellow

1 spring

2 danger _____hermana

3 stone peligro



Block 3. VOCABULARY LEVELS TEST

4 product _____ piedra

5 sister

6 subject

1 example

2 breadth ______respiracién

3 fear ______miedo

4 desert _____ edificio grande
5 bit

6 hall

1 surround

2 shoot _____encajar, quedar bien en un sitio
3 paint _____célido (no frio)
4 fit ____ disparar

5 command

6 warn

Ahora, responde a estas dos preguntas

¢Has entendido lo que tenias que hacer en la prueba?

¢ Te ha parecido dificil?

Now answer these two questions:
Did you understand what you had to do in the test?

Did you find it difficult?



Block 4. CLASSROOM CONTROL

Appendix 10
HOJA DE PERMISO PARA PARTICIPACION EN ESTUDIO CIENAICO

YO, DDA et e e e e, tUTOT A dE
......................................................... , alumno/a del colegio Miguel Méa,
autorizo al mismo para participar en el estudiatifiieo llevado a cabo por Dofia Gema
Alcaraz Marmol, miembro del Departamento de Filgdogglesa de la Universidad de
Murcia.

Para gque conste, firmo el presente documento.

Archena,a .............. de ..o, de 2008

FAO: oo

PERMISSION FOR PARTICIPATING IN THE STUDY

FIMLIMIS. hereby authorise
...................................................... , Student at Miguel Medina 8rpadicipate
into the study carried out by Gema Alcaraz Marmoémber of the Department of

English Studies at the University of Murcia.

Archena .........cooevvieiiiiiiiin s 2008
Signature: .......ooviiiiiiii



Block 4. CLASSROOM CONTROL

Appendix 11. Cuadro de observacion

Fecha .....................

Uso de la L.E.
* Explicacién del profesor: S/N
* Interaccion profesor-alumno: S/N

* Interaccién alumno-alumno: S/N

Otros comentarios

N° actividades

Uso del vocabulario

Tratamiento de nuevas formas por parte del docente

e Traduccién de L2 a L1

» Uso de gestos o imagenes

* Uso de la L2 para la explicacion del concepto

¢ Sin clarificacion

Tratamiento de nuevas formas por parte del grupdudanos

* Se hace algo con la nueva forma

* No se hace nada con la nueva forma




Block 4. CLASSROOM CONTROL

Appendix 12. Observation chart

Use of the F.L.
» Teacher’s explanation: Y/N
* Teacher-student interaction: Y/N

* Student-student interaction: Y/N

Other comments

N° of activities

Vocabulary use
Teacher's treatment of new forms
¢ L2-L1 translation

» Use of gestures or pictures

» Use of the L2 for the explanation of the concept

* No clarification

Students’ treatment of new forms

» Something is done with the new form

* Nothing is done with the new form




Block 4. CLASSROOM CONTROL

Appendix 13. Hoja del profesor

Fecha ...................c..l. Duracion ............ccceeennen.
N° de actividades ............... Paginas .............cveeennns

Comportamiento de los alumnos hoy




Block 4. CLASSROOM CONTROL

Appendix 14. Teacher Worksheet




Block 4. CLASSROOM CONTROL

Appendix 15. Researcher’s diary (a sample)
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Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Appendix 16

Pre-test

Nombre y Apellidos ............ccveviieinn .

Traduce al espafiol las siguientes palabras.

Pre-test

Full name ...

Translate the following words into Spanish.

Ache ...l
Animal ...l
Bad ..
Ball
Basketball ......................
Bed ..
Bedtime  ...... ...l
Bike
Bread ...l
Breakfast ......................
Brush ...l
Butterfly ... ...
Can e
Canteen  ......... ...l
Cereal ...l
Cheese ... ..................
Chicken .. ... ...l
Children  ......................
Chips ...

Clean ...l
Come ...iiiiciiii....
Competition ......................
Day il
Delicious  ......................

Dinner ...

End .
Famous .............i.....

Fantastic ... ...



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Football  ...................... Macaroni ...l
Fork Metres ...l
Forty Minutes ...l
Fruit One) ..
Game = ... Morning

Garden ...l Munch .ol
Get Now .
dressed O'clock ...l
Getup ...l Orange ...l
Giant Party
Glass ... Pass Ll
6o Plant ..l
Goaway  ........ciiiieen.... Plate ...l
Goal Play
Good L.l Point ...l
Grains .. Quick
Great = ... Rice ...
Half past ... ...l Ride ...l
Help .l Rollerblade ......................
Here ... Run
Hundred  ...................... Salad ...l
Hungry ...l Sausage  ......iiiiiiiiiie....
Icecream ...................... School ...l
Incredible ...................... Score  L..iiiiiiiieea..
Juice L. Seconds ...l
Kilometres ...................... See i
Knife ... Shampoo  ......... ...l
Late L Shoot ...l
Like L Shower ...l
Listen ...l Sitdown ...l
Love L.l Sixty
Luck Skate L.l
Lunch ...l Skateboard ......................

Lunchtime ...................... Smell



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Soap
Spin
Splash
Spoon
Star
Stretch
Sure
Swim
Teeth
Tennis
Thirty
Thousand
Throw

Time ...
Today ...l
Tonight ...l
Tummy ...
Turn
Twenty ...
Vegetables ......................
Want
Whistle ...l
Win
Winner ...l

Zip i



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Appendix 17

S1
L1-L2

Nombre y Apellidos ...

Traduce al inglés las siguientes palabras.

S1
L1-L2

FUIl NamME o e e e e e e

Translate the following words into English.

AQui . Macarrones
Arroz Naranja
Comedor ...l Pan

Comer ... Patatas fritas
Delicioso ...l Pescado
Encantar ... Querer
Ensalada ...l Salchicha
Gustar .. Sentarse
Hambriento ... ... .. ... Tiempo

Helado @ ... Ver

Hoy Zumo

Date:



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Appendix 18

S2
L1-L2

Nombre y Apellidos ...

Traduce al inglés las siguientes palabras.

S2
L1-L2

Date:

FUIl MM o e e e e e e e

Translate the following words into English.

Ahora ... Huevo i
Alimento ...l Planta
Animal Ll Plato
Barriga 0 e Pollo
Bueno L. Queso e
Cereal .. Tenedor L.l
Cuchara ...l Vaso i
Cuchillo Ll Venir
Dolor Verduras ...l
Fruta Volar

Granos i



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST

Appendix 19

S3
L1-L2

Nombre y Apellidos

Traduce al inglés las siguientes palabras.

S3
L1-L2

Full name

Translate the following words into English.

Baloncesto

Bicicleta

Competicion

Esta noche

Estrella

Famoso ...l
Fantastico
Fin

Fuatbol

Gol
Increible ...

Jugar
Malo

Marcar

Date:

Montar (en bici, a

caballo)

Montar en
monopatin
Patinar (en linea)
Poder

Seguro

Suerte

Tenis

Treinta

Turno



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST
Appendix 20

S4
L1-L2

Nombre y Apellidos ...

Traduce al inglés las siguientes palabras.

S4
L1-L2

Date:

FUIl MM o e e e e e e e

Translate the following words into English.

Cien .. Ml
Cincuenta ...l Minutos Ll
Correr i iiiiiiiiieaa.. Nadar
Cuarenta ...l Pasar
Dedo L Patinar (sobre ... ... ... ... .......
Disparar il hielo)

Escuchar ..l Pelota
Ganador L.l Punto
Ganar .. Rapido ...
Girar . Segundos = ...l
Juego ... Sesenta 00 L.l
Kilometros ...l Silbato L
Lanzar .. Veinte Ll
Mariposa ..l

Metros L.
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Appendix 21

S5
L1-L2

Nombre y Apellidos

Traduce al inglés las siguientes palabras.

S5
L1-L2

Date:

FUIl MM o e e e e e e e

Translate the following words into English.

Cama

Cena
Cepillar (por
ejemplo los
dientes)
Champd
Colegio
Comida al medio
dia
Cremallera
Desayuno
Dientes
Ducha

Estirar

Gigante ..l
Ir
Jabon ...
Levantarse ...l
Limpio Ll
Mafiana L.l
Masticar Ll
Nifios L.
Olor
Salpicar
Sucio L.

Vestirse ...
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Appendix 22

S6
L1-L2

Nombre y Apellidos ...

Traduce al inglés las siguientes palabras.

S6
L1-L2

Date:

FUIl MM o e e e e e e e

Translate the following words into English.

Ayuda L. Largarse ...l
Dia Maravilloso ...l
Enpunto L.l Tarde (comoen  ...........c.cceene....
Fiesta . “es tarde”)

Hora de acostarse ...................... Temprano ...,
Hora de cenar  ...................... Y media =
Hora de comer  ......................

Jardin ...
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Appendix 23

S1
L2-L1

Nombre y Apellidos ...

Traduce al espafiol las siguientes palabras.

S1
L2-L1

Date:

FUIl MM o e e e e e e e

Translate the following words into Spanish.

Bread ...l Love Ll
Canteen ... ................... Macaroni ...l
Chips ... Orange ...l
Delicious  ..........c.......l. Rice ...
Eat Salad ...l
Fish Sausage  ........iiiiiiein....
Here ...l See L.
Hungry ...l Sitdown ...l
Icecream .................ll Time
Juice ... Today ...

Like ... Want ...
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Appendix 24

S2
L2-L1

Nombre y Apellidos

Traduce al espafiol las siguientes palabras.

S2
L2-L1

Date:

FUI MM e e e e e e e e e e e e e e

Translate the following words into Spanish.

Ache ..l Glass Ll
Animal ...l Good L.l
Cereal .. ... ...l Grains ...l
Cheese ............coieie... Knife ...
Chicken .. .................... Now ...l
Come ...iiiiiiiiiiiiee... Plant ..l
Eagg = Plate ...l
Fly Spoon L.l
Food ...l Tummy
Fork . Vegetables ......................

Fruit
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Appendix 25

S3
L2-L1

Nombre y Apellidos

Traduce al espafiol las siguientes palabras.

S3
L2-L1

Full name

Translate the following words into Spanish.

Bad
Basketball
Bike

Can ..

Competition

End

Famous

Fantastic  ......................

Football
Goal

Incredible

Luck

Date:

Play
Ride
Rollerblade

Score

Skateboard

Star

Sure

Tennis ...
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Appendix 26

S4
L2-L1

Nombre y Apellidos

Traduce al espafiol las siguientes palabras.

S4
L2-L1

Full name

Translate the following words into Spanish.

Ball

Butterfly
Fifty

Listen

Metres

Minutes

Pass

Date:

Run

Seconds

Shoot ...l
Throw .
Twenty
Whistle

Win

Winner
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Appendix 27

S5
L2-L1

Nombre y Apellidos ...

Traduce al espafiol las siguientes palabras.

S5
L2-L1

Date:

FUI MM e e e e e e e e e e e e e e

Translate the following words into Spanish.

Bed . One) ..
Breakfast ...................... Morning

Brush ... Munch ...l
Children  ...................... School ...l
Clean ...l Shampoo  ............iil....
Dinner ...l Shower ...l
Dirty Smell ...
Get S0ap i
dressed Splash ...l
Getup . Stretch ...l
Giant ...l Teeth ...l
Go ... Zip i

Lunch .l
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Appendix 28

S6
L2-L1

Nombre y Apellidos

Traduce al espafiol las siguientes palabras.

S6
L2-L1

Full name

Translate the following words into Spanish.

Bedtime

Day

Dinnertime

Early

Garden ...l

Date:

Half past
Help

Late

Lunchtime

O'clock
Party
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S1
Respuesta multiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S1 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don’t know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Bread
a) Aire b) Dedo ¢) Pan d) No lo sé

Canteen
a) Cinturdn b) Comedor c) Hueso d) No lo sé

Chips
a) Trenes b) Palabras c¢) Patatas fritas d) No lo sé

Delicious
a) Delicioso  b) Privado c) Separado d) No lo sé
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Eat
a) Comer

Fish
a) Pescado

Here
a) Al lado

Hungry
a) Generoso

Ice cream
a) Chimenea

Juice
a) Falda

Like
a) Aprender

Love
a) Encantar

Macaroni
a) Gatos

Orange
a) Botella

Rice
a) Arroz

Salad
a) Cuerda

Sausage
a) Condicién

See
a) Extender

Sit down
a) Hacer

Time
a) Espina

b) Encontrar

b) Tren

b) Aqui

b) Hambriento

b) Helado

b) Sombra

b) Gustar

b) Reir

b) Macarrones

b) Naranja

b) Bolsillo

b) Goma

b) Oreja

b) Hablar

b) Pintar

b) Teatro

c) Recibir

c) Viento

c) Alli

¢) Malvado

c) Pdjaro

c) Zumo

c¢) Ordenar

¢) Interrumpir

c¢) Puerta

¢) Paraguas

c) Tiza

c) Ensalada

¢) Salchicha

c) Ver

c) Sentarse

c) Tiempo

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Today
a) Hoy b) Pasado mafiana c¢) Pronto d) No lo sé

Want
a) Almacenar b) Mostrar c) Querer d) No lo sé
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S2
Respuesta multiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S2 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don't know

Example:

House

a) Amigo c) Frigorifico d) No /o sé
Ache

a) Dolor b) Leche c) Serpiente d) No lo sé

Animal
a) Animal b) Pupitre c) Viaje d) No lo sé

Cereal
a) Cereal b) Razén c) Sombra d) No lo sé

Cheese
a) Ldpiz b) Nieve ¢) Queso d) No lo sé
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Chicken
a) Arena

Come

a) Responder

Egg
a) Gorra

Fly
a) Caminar

Food
a) Comida

Fork
a) Mesa

Fruit
a) Cielo

Glass
a) Juguete

Good
a) Bueno

Grains
a) Cereales

Knife
a) Cuchillo

Now
a) Ahora

Plant
a) Fiesta

Plate
a) Cera

Spoon
a) Bandera

Tummy
a) Barriga

Vegetables
a) Bancos

b) Bolsa

b) Silbar

b) Huevo

b) Rellenar

b) Hombro

b) Piedra

b) Fruta

b) Lengua

b) Pobre

b) Diamantes

b) Sonido

b) Luego

b) Hija

b) Plato

b) Cuchara

b) Direccién

b) Iglesias

c) Pollo

¢) Venir

c) Tarjeta

c) Volar

¢) Mundo

¢) Tenedor

¢) Hierro

¢) Vaso

¢) Tranquilo

¢) Herramientas

¢) Unidn

c) Siempre

¢) Planta

¢) Tirita

c) Fiebre

¢) Oso

c¢) Verduras

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Appendix 31

S3
Respuesta multiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S3 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) I don't know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Bad
a) Largo b) Malo ¢) Necesario d) No lo sé

Basketball
a) Avién b) Baloncesto ¢) Chincheta d) No lo sé

Bike
a) Bandeja b) Bicicleta ¢) Carbén d) No lo sé

Can
a) Bailar b) Poder ¢) Secar d) No lo sé
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Competition

a) Competicion b) Habitacién

End
a) Aflo

Famous
a) Débil

Fantastic
a) Especial

Football
a) Fatbol

Goal
a) Fdbrica

Incredible
a) Corto

Luck
a) Lado

Play
a) Jugar

Ride
a) Doblar

Rollerblade
a) Anunciar

Score
a) Cortar

Skateboard
a) Casarse

Star
a) Estrella

Sure
a) Fino

Tennis
a) Pdgina

b) Fin

b) Famoso

b) Fantdstico

b) Problema

b) Gol

b) Increible

b) Rio

b) Mentir

b) Enterrar

b) Culpar

b) Marcar

b) Montar en monopatin

b) Té

b) Precioso

b) Suelo

c) Plata

¢) Tejado

c) Serio

¢) Tranquilo

¢) Tinta

¢) Nido

¢) Oscuro

c) Suerte

c) Tumbarse

¢) Montar (en bici, a caballo)

¢) Patinar

c) Obedecer

c¢) Pagar

c) Velo

c) Seguro

c) Tenis

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Thirty

a) Espiritu b) Persona c) Treinta d) No lo sé
Tonight

a) Esta noche  b) Hoy ¢) Mafiana d) No lo sé
Turn

a) Ley b) Mundo ¢) Turno d) No lo sé



Block 5. PRE-TEST, POST-TEST AND VOCABULARY ACQUISITION TEST
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S4
Respuesta multiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S4 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don't know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Ball
a) Parque b) Pelota ¢) Ventana d) No lo sé

Butterfly
a) Arbol b) Mariposa ¢) Universidad d) No lo sé

Fifty
a) Cincuenta b) Espacio ¢) Voz d) No lo sé

Finger
a) Dedo b) Relacién ¢) Sefior d) No lo sé
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Forty
a) Cuarenta

Game
a) Idioma

Hundred
a) Cien

Kilometres
a) Flores

Listen
a) Abrir

Metres
a) Hachas

Minutes
a) Colas

Pass
a) Esperar

Point
a) Discusidn

Quick
a) Bonito

Run
a) Correr

Seconds
a) Libros

Shoot
a) Aliviar

Sixty

a) Invierno

Skate
a) Fingir

Spin
a) Cavar

Swim
a) Despertarse

b) Crema

b) Juego

b) Fondo

b) Kilémetros

b) Escuchar

b) Metros

b) Minutos

b) Pasar

b) Nuez

b) Rdpido

b) Sonar

b) Paredes

b) Disparar

b) Madera

b) Ofender

b) Disculparse

b) Nadar

¢) Nube

¢) Trigo

¢) Tita

c) Precios

¢) Guardar

¢) Vacas

¢) Rayos

¢) Sofiar

c) Punto

¢) Reciente

¢) Terminar

¢) Segundos

c) Reparar

c) Sesenta

¢) Patinar

¢) Girar

c) Preferir

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Thousand
a) Carretera

Throw
a) Lanzar

Twenty
a) Broma

Whistle

a) Barco
Win

a) Explicar

Winner
a) Compaiiero

b) Mil

b) Preguntar

b) Nudo

b) Marido

b) Ganar

b) Hijo

c) Tormenta

c) Respirar

c) Veinte

¢) Silbato

c) Soplar

¢) Ganador

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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S5
Respuesta mutiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S5 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don’t know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Bed
a) Cama b) Pueblo ¢) Semana d) No lo sé

Breakfast
a) Ciervo b) Desayuno c) Polvo d) No lo sé

Brush
a) Cepillar b) Explotar ¢) Traducir d) No lo sé

Chips
a) Trenes b) Palabras ¢) Patatas fritas d) No lo sé

Clean
a) Limpio b) Malvado c) Soltero d) No lo sé
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Dinner
a) Cena

Dirty
a) Fuerte

Get dressed
a) Morder

Get up
a) Levantarse

Giant
a) Gigante

Go
a) Descubrir

Lunch
a) Comida

(One) Morning
a) (Un) conejo

Munch
a) Masticar

School
a) Colegio

Shampoo
a) Boligrafo

Shower
a) Cerebro

Smell
a) Cara

Soap
a) Castillo

Splash
a) Atar

Stretch
a) Destruir

Teeth
a) Dientes

b) Naturaleza

b) Normal

b) Prestar

b) Romper

b) Lana

b) Ir

b) Escalera

b) (Una) maiiana

b) Robar

b) Océano

b) Champu

b) Ducha

b) Olor

b) Jabén

b) Llamar

b) Estirar

b) Impuestos

¢) Vecino

¢) Sucio

c) Vestirse

¢) Saborear

¢) Vocal

¢) Rodear

c) Red

¢) (Una) reina

c) Viajar

¢) Pala

¢) Esquina

c) Sefial

c) Ventaja

¢) Sartén

¢) Salpicar

¢) Trabajar

¢) Victorias

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Zip
a) Bosque b) Cremallera ¢) Maletero d) No lo sé
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S6

Respuesta multiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

S6 Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don't know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Bedtime

a) Hora de acostarse b) Hora de ducharse c¢) Hora de irse d) No lo sé

Day
a) Dia b) Mercado c¢) Oficina d) No lo sé

Dinnertime
a) Hora de cenar b) Hora de hablar ¢) Hora de ir de compras d) No lo sé

Early
a) Ayer b) Temprano ¢) Todavia d) No lo sé

Garden
a) Jardin b) Tesoro ¢) Toalla d) No lo sé
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Go away
a) Envolverse

Great
a) Maravilloso

Half past
a) En punto

Help
a) Ayuda

Late
a) Duro

Lunchtime
a) Hora de comer

O'clock
a) En punto

Party
a) Alfombra

b) Largarse

b) Moderno

b) Y cuarto

b) Rueda

b) Perfecto

b) Hora de jugar

b) Y cuarto

b) Fiesta

¢) Traducirse

¢) Pesado

c) Y media

c) Torre

c) Tarde (como “es tarde")

¢) Hora de levantarse

c) Y media

¢) Propiedad

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Final
L1-L2

Traduce al inglés las siguientes palabras.

Final
L1-L2

Full name

Translate the following words into English.

For instance: Casa house

Ahora
Alimento
Animal
Aqui

Arroz
Ayuda
Baloncesto
Barriga
Bicicleta
Bueno
Cama

Cena
Cepillar (por
ejemplo los
dientes)
Cereal
Champd
Cien
Cincuenta

Colegio

Comedor

Comer

Comida al medio

dia
Competicion
Correr
Cremallera
Cuarenta
Cuchara
Cuchillo
Dedo
Delicioso
Desayuno
Dia
Dientes
Disparar
Dolor
Ducha

En punto

Encantar

Fecha:
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Ensalada
Escuchar
Esta noche
Estirar
Estrella
Famoso
Fantastico
Fiesta

Fin

Fruta
Fuatbol
Ganador
Ganar
Gigante

Girar

Gol

Granos
Gustar
Hambriento

Helado

Hora de acostarse
Hora de cenar

Hora de comer

Hoy

Huevo
Increible
Ir

Jabon
Jardin
Juego
Jugar
Kilometros
Lanzar

Largarse

Levantarse
Limpio
Macarrones
Malo
Mafiana
Maravilloso
Marcar
Mariposa
Masticar
Metros

Mil

Minutos

Montar (en bici o

a caballo)

Montar en
monopatin
Nadar
Naranja
Nifios

Olor

Pan

Pasar

Patatas fritas
Patinar (en linea)
Patinar (sobre
hielo)

Pelota
Pescado
Planta

Plato

Poder

Pollo

Punto
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Querer e, Tenedor ..
Queso e Tenis
Rapido .l Tiempo i
Salchicha ...l Treinta
Salpicar .. Turno i
Segundos ... Vaso i
Seguro el Veinte Ll
Sentarse 0 ...l Venir Ll
Sesenta 0 ..l Ver
Silbato Verduras ...l
Sucio i Vestirse Ll
Suerte . Volar
Tarde (comoen  ...................... Y media = ...
“es tarde) ZUumo e,

Temprano  .......iiiiieee....
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Final
L2-L1

Nombre y Apellidos

Traduce al espafiol las siguientes palabras.

Final
L2-L1

Full name

Translate the following words into Spanish.

Ache ...l
Animal
Bad

Ball
Basketball

Bed

Bedtime
Bike
Bread

Breakfast
Brush

Butterfly

Can

Canteen

Cereal

Cheese

Date:

Chicken
Children
Chips

Clean

Come

Competition

Day

Delicious

Dinner ...

End

Famous
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Fantastic  ...................... Late
Fifty Like
Finger ...l Listen ...l
Fish Love Ll
Fly Luck
Food ...l Lunch Ll
Football  ...................... Lunchtime ......................
Fork . Macaroni ...l
Forty Metres ...l
Fruit Minutes ...l
Game = ...l One)
Garden ...l Morning

Get Munch ..l
dressed Now .
Getup .l O'clock .. ...l
Giant ..l Orange ... ....iiiiiiiiaa.,
Glass ... Party
6o il Pass Ll
6o away  .....iiiiiiiiiiiii.... Plant ..l
Goal Plate ...l
Good ... Play
Grains  ........iieeeee... Point ...l
Great e Quick
Half past ...l Rice ...
Help . Ride ...l
Here ...l Rollerblade ......................
Hundred  ...................... Run ...l
Hungry ... Salad ...
Icecream ...................... Sausage = ......ieiiiiiiin.....
Incredible ...................... School ...l
Juice il Score  iiiiciiiceeiie...
Kilometres ...................... Seconds ...l

Knife ... See i,
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Shampoo
Shoot
Shower
Sit down
Sixty
Skate
Skateboard
Smell
Soap
Spin
Splash
Spoon
Star
Stretch
Sure
Swim

Teeth

Tennis ...l
Thirty
Thousand  ......................
Throw ...
Time ..
Today ...l
Tonight ...
Tummy ...
Turn
Twenty ...
Vegetables ......................
Want
Whistle ...l
Win
Winner ...l

Zip i
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Final

Respuesta miltiple
Fecha:

Nombre y Apellidos:

Rodea con un circulo la palabra en inglés que corresponda a cada una de las
palabras en castellano que encontraras a continuacion. Si no estas seguro de
alguna de ellas, no lo hagas “al tuntiin”. Rodea la opcion d) No lo sé

Ejemplo:
House

a) Amigo c) Frigorifico d) No lo sé

Final
Multiple-choice test
Date:

Full name:

Circle the English word which corresponds to each of the following Spanish
words. If you are not sure of the answer, please do not choose one at random.
Circle option d) | don’t know

Example:

House

a) Amigo c) Frigorifico d) No /o sé

Ache

a) Dolor b) Leche c) Serpiente d) No lo sé

Animal

a) Animal b) Pupitre c) Viaje d) No lo sé

Bad

a) Largo b) Malo ¢) Necesario d) No lo sé

Ball

a) Parque b) Pelota c) Ventana d) No lo sé
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Basketball
a) Avidén

Bed
a) Cama

Bedtime
a) Hora de acostarse

Bike
a) Bandeja

Bread
a) Aire

Breakfast
a) Ciervo

Brush

a) Cepillar (por ejemplo los
dientes)

Butterfly

a) Arbol

Can
a) Bailar

Canteen
a) Cinturén

Cereal
a) Cereal

Cheese
a) Ldpiz

Chicken
a) Arena

Children
a) Mujeres

Chips
a) Trenes

Clean
a) Limpio

Come
a) Hundir

b) Baloncesto

b) Pueblo

b) Hora de ducharse

b) Bicicleta

b) Enfermera

b) Desayuno

b) Explotar

b) Mariposa

b) Poder

b) Comedor

b) Razén

b) Nieve

b) Bolsa

b) Nifios

b) Palabras

b) Malvado

b) Responder

¢) Chincheta

¢) Semana

¢) Hora de irse

¢) Carbén

c) Pan

c) Polvo

¢) Traducir

¢) Universidad

c) Secar

¢) Hueso

c) Sombra

¢) Queso

c) Pollo

¢) Zapatos

c) Patatas fritas

c) Soltero

c¢) Venir

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Competition

a) Competicion

Day
a) Dia

Delicious
a) Delicioso

Dinner
a) Cena

Dinnertime

a) Hora de cenar

Dirty
a) Fuerte

Early
a) Ayer

Eat
a) Comer

Egg
a) Gorra

End
a) Afo

Famous
a) Débil

Fantastic
a) Especial

Fifty

a) Cincuenta

Finger
a) Dedo

Fish

a) Ladrén

Fly
a) Caminar

b) Habitacién

b) Mercado

b) Privado

b) Naturaleza

b) Hora de hablar

b) Normal

b) Temprano

b) Encontrar

b) Huevo

b) Fin

b) Famoso

b) Fantdstico

b) Espacio

b) Relacién

b) Pescado

b) Rellenar

c¢) Plata

c¢) Oficina

¢) Separado

¢) Vecino

¢) Hora de ir de compras

¢) Sucio

¢) Todavia

c¢) Recibir

¢) Tarjeta

¢) Tejado

c) Serio

¢) Trangquilo

c) Voz

c) Sefior

c) Viento

c) Volar

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Food
a) Alimento

Football
a) Fatbol

Fork
a) Mesa

Forty

a) Cuarenta

Fruit
a) Cielo

Game
a) Idioma
Garden

a) Jardin

Get dressed
a) Morder

Get up

a) Levantarse

Giant
a) Gigante

Glass
a) Juguete

Go
a) Descubrir

Go away
a) Envolverse

Goal

a) Fdbrica

Good
a) Bueno

Grains
a) Diamantes

b) Hombro

b) Problema

b) Piedra

b) Crema

b) Fruta

b) Juego

b) Tesoro

b) Prestar

b) Romper

b) Lana

b) Lengua

b) Ir

b) Largarse

b) Gol

b) Pobre

b) Granos

¢) Mundo

¢) Tinta

c) Tenedor

¢) Nube

c¢) Hierro

¢) Trigo

¢) Toalla

c) Vestirse

¢) Saborear

¢) Vocal

¢) Vaso

c¢) Rodear

¢) Resguardarse

¢) Nido

c) Responsable

c) Herramientas

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Great
a) Maravilloso

Half past
a) En punto

Help
a) Ayuda

Here
a) Al lado

Hundred
a) Cien

Hungry
a) Celoso

Ice cream
a) Chimenea

Incredible
a) Corto

Juice
a) Falda

Kilometres
a) Flores

Knife
a) Cuchillo

Late
a) Duro

Like
a) Aprender

Listen
a) Abrir

Love
a) Encantar

Luck
a) Lado

Lunch
a) Comida al medio dia

b) Moderno

b) Y cuarto

b) Rueda

b) Aqui

b) Fondo

b) Generoso

b) Helado

b) Increible

b) Tos

b) Kilometros

b) Sonido

b) Perfecto

b) Gustar

b) Escuchar

b) Reir

b) Rio

b) Escalera

¢) Pesado

c) Y media

c) Torre

c) Alli

c) Tita

¢) Hambriento

c) Pdjaro

¢) Oscuro

¢) Zumo

c) Precios

¢) Unidn

c) Tarde (como en “es

tarde")

c) Ordenar

¢) Guardar

¢) Interrumpir

c) Suerte

c) Red

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Lunchtime

a) Hora de comer

Macaroni
a) Gatos

Metres
a) Hachas

Minutes
a) Colas

(One) Morning
a) (Un) conejo

Munch
a) Masticar

Now
a) Ahora

O'clock
a) En punto

Orange
a) Botella

Party
a) Alfombra

Pass
a) Esperar

Plant
a) Herida

Plate
a) Cera

Play
a) Jugar

Point
a) Discusién

Quick
a) Bonito

Rice
a) Arroz

b) Hora de jugar

b) Macarrones

b) Metros

b) Minutos

b) (Una) manana

b) Robar

b) Luego

b) Y cuarto

b) Naranja

b) Fiesta

b) Pasar

b) Hija

b) Plato

b) Mentir

b) Nuez

b) Rdpido

b) Bolsillo

¢) Hora de levantarse

¢) Puerta

¢) Vacas

¢) Rayos

¢) (Una) reina

c) Viajar

c) Siempre

c) Y media

¢) Paraguas

¢) Propiedad

c) Sofiar

c) Planta

c) Tirita

¢) Tumbarse

c¢) Punto

c) Reciente

c) Tiza

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Ride
a) Doblar

Rollerblade
a) Anunciar

Run
a) Correr

Salad
a) Cuerda

Sausage
a) Condicidn

School
a) Colegio

Score
a) Cortar

Seconds
a) Libros

See
a) Extender

Shampoo
a) Boligrafo

Shoot
a) Aliviar

Shower
a) Cerebro

Sit down
a) Hacer

Sixty

a) Invierno

Skate
a) Fingir

Skateboard
a) Casarse

Smell
a) Cara

b) Enterrar

b) Culpar

b) Sonar

b) Goma

b) Oreja

b) Océano

b) Marcar

b) Paredes

b) Hablar

b) Champu

b) Disparar

b) Ducha

b) Pintar

b) Madera

b) Ofender

b) Montar en

monopatin

b) Olor

¢) Montar (en bicio a
caballo)

¢) Patinar (en linea)
¢) Terminar

c) Ensalada

¢) Salchicha

c) Pala

c) Obedecer

¢) Segundos

c) Ver

c) Esquina

¢) Reparar

¢) Sefial

c) Sentarse

c) Sesenta

c) Patinar (sobre hielo)

¢) Pagar

¢) Ventaja

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Soap
a) Castillo

Spin
a) Cavar

Splash
a) Atar

Spoon
a) Bandera

Star
a) Estrella

Stretch
a) Destruir

Sure
a) Fino

Swim
a) Despertarse

Teeth
a) Dientes

Tennis
a) Pdgina

Thirty
a) Espiritu

Thousand
a) Carretera

Throw
a) Lanzar

Time
a) Espina

Today
a) Hoy

Tonight
a) Adn

Tummy
a) Barriga

b) Jabén

b) Disculparse

b) Llamar

b) Cuchara

b) Té

b) Estirar

b) Precioso

b) Nadar

b) Impuestos

b) Suelo

b) Persona

b) Mil

b) Preguntar

b) Teatro

b) Pasado maiiana

b) Esta noche

b) Direccién

¢) Sartén

c) Girar

¢) Salpicar

c) Fiebre

c) Velo

¢) Trabajar

¢) Seguro

c) Preferir

c) Victorias

¢) Tenis

¢) Treinta

¢) Tormenta

c) Respirar

¢) Tiempo

¢) Pronto

¢) Mafiana

c) Oso

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé
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Turn
a) Duda

Twenty
a) Broma

Vegetables
a) Bancos

Want
a) Almacenar

Whistle

a) Barco

Win

a) Explicar
Winner

a) Compatiero
Zip

a) Bosque

b) Ley

b) Nudo

b) Iglesias

b) Mostrar

b) Marido

b) Ganar

b) Hijo

b) Cremallera

¢) Turno

c) Veinte

c¢) Verduras

c) Querer

c) Silbato

c) Soplar

¢) Ganador

c) Maletero

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé

d) No lo sé



Block 6. INTER-RATER RELIABILITY: CORRELATIONAL ANALYSIS

Appendix 38

Pearson Correlation  Sig.
S1L1-L2P .649 .000
S1L2-L1 .990 .000
S2 L1-L2P .996 .000
S2 L2-L1 .993 .000
S3 L1-L2P .997 .000
S3L2-L1 .990 .000
S4 L1-L2P .998 .000
S4L2-L1 .993 .000
S5 L1-L2P .999 .000
S5L2-L1 .997 .000
S6 L1-L2P .990 .000
S6 L2-L1 .993 .000
Final L1-L2P  .880 .000

Final L2-L1 .990 .000
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RESUMEN

INTRODUCCION

A la vista del gran volumen de material publicaddrs la adquisicion de
vocabulario en segundas lenguas, es dificii mantéaeafirmacion de que el
vocabulario es la Cenicienta de la adquisicion efpisdas lenguas. El vocabulario es
uno de los aspectos que ha suscitado mayor integisistico en las dltimas tres
décadas.

Sin embargo, todavia quedan muchos aspectos démtt@ adquisicion Iéxica
que no han recibido suficiente atencion. Entre aBctaspectos encontramos la
introduccion vy distribucién de vocabulario y consias pueden afectar a la cantidad y
ritmo de adquisicion del léxico en una segunda uangParece no existir
correspondencia entre los pocos postulados tedgigeshan aparecido al respecto y la
realidad del aula.

A pesar de las recomendaciones cientificas sobaeiniroduccion sistematica
del input, los materiales didacticos muestran ueagntacion no sistematica del mismo.
Lo que es mas, son muchos los materiales didactjopesofrecen, si acaso, escasa
informacion sobre la seleccion del vocabulario @parece tanto en términos de
calidad, cantidad y ritmo.

Esta falta de correspondencia entre la realidadtgdria es lo que ha suscitado
el presente trabajo de investigacion. La presessis pretende ser una introduccion al
analisis de la situacion descrita, donde la cadtidatmo de adquisicion léxica en una
lengua extranjera podria estar condicionada pomdmera en la que el Iéxico se
distribuye.

OBJETIVOS
El principal objetivo del estudio es averiguarthagué punto la introduccion no
sistematica del vocabulario esta relacionada coramendizaje. Con este fin, se
plantean tres preguntas de investigacion:
» ¢Cuantas palabras se adquieren?
e ¢A qué ritmo se adquieren?
* ¢Qué palabras se adquieren teniendo en cuentacaieficia de aparicion y su

distribuciéon?
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METODOLOGIA
Disefio y Variables

El estudio constituye una combinacion de disefiocrg#&/o y cuasi-
experimental. Se considera descriptivo en tantopgende ofrecer informacion sobre
la cantidad y el ritmo al que se adquiere el volahluen una segunda lengua en el
contexto del aula. Por su parte, también se pueddicar en parte como estudio cuasi-
experimental. Es cierto que un estudio cuasi-erpartal suele contar con dos grupos
(experimental y de control). Nuestro estudio salenta con un grupo de participantes,
aungue éste se comporta como dos. Esto es, saddssantes y después de cierto
tratamiento (en este caso la introduccién no sistieande un grupo de palabras).

Cuenta con una variable dependiente y otra indepeted La primera
corresponde al conocimiento de las palabras, ¢lseuaide en términos de la habilidad
para reconocer una forma y saber su correspondeentel o en L2. Por su parte, la
variable independiente corresponde al libro deotexie siguen los participantes de este
estudio.

El libro de texto utilizado se titulBugs 3(2004) y pertenece a la editorial
MacMillan. El estudio se centr6 en las unidades 4,6. Se evalud el conocimiento de
129 palabras clave. Por palabra clave se entiendt&argivos, verbos, adjetivos y
adverbios que se han sido introducidos por el lideotexto durante el periodo de
desarrollo del estudio. El nimero de palabras rsué@viioducidas por sesion oscila
entre 13 y 27, reflejando asi el contexto no siatera donde tiene lugar el aprendizaje

de dicho léxico. La figura [1] muestra el nimero mhlabras introducidas en cada

sesion.
30
25 /\\\
20 '\’/‘/ \
15 <
10
5
0 _ _ ; ; _
s1 s2 s3 s4 S5 S6

Fig [1] Numero de palabras introducidas duranteséssones de control de adquisicion

La mayoria de las palabras clave en este estuden@gentran entre las mas

frecuentes en la lengua inglesa, de acuerdo c&NE€l (British National Corpus) y la
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GSL (General Service List). Sin embargo, parareld nuestro estudio, se considera
mucho mas interesante la frecuencia especificaiadtagl palabras, definida como el
namero de veces que dichas palabras aparecen textardeterminado. Dicho de otro
modo, la frecuencia especifica apunta a la fredaahe exposicion a dichas palabras
por parte del estudiante.

Sin embargo, la frecuencia de aparicién puede @casiproblemas en cuanto a
la dispersiéon de las palabras. Es por ello qudugar de tener en cuenta solamente la
frecuencia especifica de aparicion, adoptamos ditdnde dispersion. El indice de
dispersion elegido fue propuesto por Gries (208&sponde a una combinacién de
frecuencia especifica y distribucion. La tablagigsenta todas las palabras clave junto
a su indice de dispersion.

Participantes

Un total de 44 estudiantes formaron parte del éstd@enen entre 8 y 9 afios y
cursan el tercer afio de Educacion Primaria. En @ihemto en participaron en el
estudio, habian recibido alrededor de 186 horassiriccion en lengua inglesa. Todos
ellos nacieron en Espafia y tienen el espafiol cemguh materna. Son alumnos de un
colegio publico de Archena, una localidad situaddaeRegion de Murcia. El inglés se
impartia como asignatura obligatoria, con 2 hora#byde instruccién semanales. El
castellano se utilizaba como lengua vehicular ese;lquedando el inglés relegado al

introducido por el libro de texto y a férmulas cothank yougoodbyeo please

Instrumentos y Procedimiento

Los instrumentos utilizados en el estudio se dt@sifde acuerdo a su funcion:
1) analisis del libro de texto y calculo del indide dispersion de Gries; 2)
identificacién de los estudiantes; 3) identificacoe la docente; 4) control del aula; 5)
evaluacion de la adquisicion léxica.

El andlisis del libro de texto se llevo a cabaaaés del programa informatico
RANGE, el cual permite identificar y agrupar voaabingleses de un texto segun su
frecuencia general en el discurso en lengua inglssauanto al indice de dispersion, se
calcula en tres pasos: 1) determinar el tamafioaplus; 2) determinar la frecuencia de
aparicion en el corpus estudiado; 3) computar ttatadiferencias absolutas observadas

y los porcentajes esperados, sumarlos y dividneslilitado entre 2. Los valores mas
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cercanos a 0 indican una aparicion y distribucidrs megular, mientras que los mas

alejados de 0 indican un alto grado de irregularida
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Palabra
Ache

Animal
Bad

Ball
Basketball
Bed
Bedtime
Bike
Bread
Breakfast
Brush
Butterfly
Can
Canteen
Cereal
Cheese
Chicken
Children
Chips

DP
0.90

1.63
0.90
6.54
1.81
2.27
0.90
1.81
0.90
7.27
7.36
0.90
35.81
0.90
0.90
0.90
3.27
2.27
8.18

Palabra
Clean

Come
Competition
Day
Delicious
Dinner
Dinnertime
Dirty

Early

Eat

Egg

End
Famous
Fantastic
Fifty
Finger
Fish

Fly

Food

DP
0.90

5.09
0.90
7.45
2.45
2.45
0.90
0.90
0.90
5.09
3.27
1.63
2.27
1.81
2.27
0.90
9.90
1.63
0.90

Palabra
Football

Fork
Forty
Fruit
Game
Garden
Get dressec
Get up
Giant
Glass
Go

Go away
Goal
Good
Grains
Great
Half past
Help
Here

Tabla [1] Palabras clave e indices de dispersion

DP Palabra
8.18 Hundred
2.27 Hungry

1.81 Ice cream
1.63 Incredible

2.18 Juice

0.90 Kilometres
2.27 Knife

6.36 Late

2.27 Like

0.90 Listen

13 Love

0.90 Luck

9 Lunch

1.63 Lunchtime
0.90 Macaroni
4.09 Metres
10.90 Minutes
8.72 Morning
11.72 Munch

DP
1.63

7.27
0.90
2.45
0.90
3.63
1.63
10.09
0.90
4.36
0.90
4.09
0.90
6.36
3.27
2.27
9.09
2.27

Palabra
Now

O’clock
Orange
Party
Pass
Plant
Plate

Play

Point
Quick
Rice

Ride
Rollerblade
Run
Salad
Sausages
Score
School

Seconds

DP
4.45

16.36
2.54
1.81
2.27
2.18
1.63
11.09
3.63
3.27
3.63
1.81
1.81
4.36
2.45
4.54
5.45
6.36
3.63

Palabra
See

Shampoo
Shoot
Shower
Sit down
Sixty
Skate
Skateboard
Smell
Soap
Spin
Splash
Spoon
Star
Stretch
Sure
Swim
Teeth

Tennis

DP
3.63

1.63
0.90
6.54
3.27
0.90
1.81
2.27
0.90
0.90
1.63
2.27
0.90
3.27
3.63
1.81
5.27
8.18
3.63

Palabra
Thirty

Thousand
Throw
Time
Today
Tonight
Tummy
Turn
Twenty
Vegetables
Want
Whistle
Win
Winner

Zip

DP
4.36

0.90
4.54
9.63
1.63
0.90
0.90
2.45
3.27
0.90
3.81
0.90
0.90
0.90
2.27
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Para la identificacion de los estudiantes se atfitia tres instrumentos distintos:
la llamada ficha de identificacion, donde el esantik responde a cuestiones de indole
personal y académica; en segundo lugar, los gaatités rellenaron un cuestionario de
actitud hacia la lengua inglesa en general y ehlolario en particular; por ultimo, el
tercer instrumento utilizado para la identificactimlos participantes fue el Vocabulary
Levels Test (VLT) (Nation 1990; 2001). Con ellopetendia calificar a los estudiantes
de acuerdo a la cantidad de vocabulario que com@cida lengua extranjera.

El tercer grupo de instrumentos estan destinadasiacente. Esta respondera a
una ficha de identificacion y un cuestionario dosdepretende recopilar informacion
personal y académica.

Los instrumentos elegidos para el control de laseclson el cuadro de
observacion, las hojas de seguimiento de las ssigrel diario del investigador. El
primero se utilizé durante la observacion directalab sesiones docentes. El cuadro
pretendia registrar las actividades y la dinamiedadclase de lengua inglesa. Las hojas
de seguimiento tenian como objetivo tener infordmasiobre las sesiones en las que la
investigadora no estuvo presente. Finalmente agloddel investigador consistia en una
compilacion de datos de manera informal sobreda®ses observadas.

En cuanto a los instrumentos de medicion de laiamin léxica, se utilizaron
tres formatos: test de traduccién inversa, tedratiuccion directa y test de respuesta
multiple. El primero pretendia ofrecer informacisobre el conocimiento productivo
adquirido por los estudiantes. El test de traducowersa presentaba dos versiones: la
version absoluta y la parcial. La primera contaben@ correctas las respuestas en
segunda lengua que estuvieran perfectamente dalage mientras que la segunda
version también aceptaba como buenas las respumstaalgunos fallos ortograficos
gue no distorsionaran en exceso la forma de ldbpal&l segundo y el tercer formato
reflejaban conocimiento receptivo.

El estudio tuvo lugar del 4 de diciembre de 2008&ilde junio de 2009 y se
puede dividir en tres fases. La primera fase congwelel 4 de diciembre de 2008 al 11
de ese mismo mes. En esos siete dias tiene lugdendficacion de estudiantes y
docente, la sesion de pre-test de las palabrapagieriormente van a ser evaluadas y la
realizacion del Vocabulary Levels Test por partéodeestudiantes.

La segunda fase del estudio se extiende desde @ 2hero de 2009 al 3 de
abril de ese mismo afio. Se puede calificar confada central del estudio, donde se

evalla periédicamente la adquisicion Iéxica de desidiantes. Asi, los alumnos se
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someten a pruebas léxicas cada quince dias duestdiez semanas que dura esta
segunda fase. Los tests consistian en palabras gleeyhabian sido tratadas los quince
dias anteriores a la prueba. Por ultimo, la terfasa consiste en una sola sesion donde
los participantes realizan un test global con tddagalabras clave que se introdujeron
y se fueron evaluando durante la segunda faseallla [2] representa un cronograma
del estudio.

Fecha Contenido
4 Dic 2008 Ficha de identificacion del estutkan+ Ficha de identificacion del
docente + Cuestionario del estudiante + Cuestiorthei docente
FASE|I 9 Dic 2008 Pre-test
11 Dic 2008 Vocabulary Levels Test
22 En 2009 Tests de adquisicion de vocabulas@sa 1
5Feb 2009 Tests de adquisicion de vocabulario sesion 2
19 Feb 2009 Tests de adquisicién de vocabulasis 3
FASE Il 5 Mar 2009 Tests de adquisicién de vocabulario sesién 4
18 Mar 2009 Tests de adquisicion de vocabulas@seb

2 Apr 2009 Tests de adquisicion de vocabulario sesién 6

FASE Il 18 Jun 2009 Sesion Global

Tabla [2] Cronograma del estudio

Técnicas estadisticas

Se aplicaron tanto técnicas descriptivas comoeénfgales para el analisis de los
datos recogidos. Entre las técnicas descriptivdzadtas encontramos medidas de
tendencia central como la frecuencia, el porcentajenedia y las mediana, y medidas
de variabilidad como la varianza y la desviaciotamsar. En cuanto a las técnicas
inferenciales, se hizo uso del andlisis correladiomlel andlisis de la varianza

(ANOVA) y de la regresién univariada.
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RESULTADOS

Fichas de identificacion y cuestionarios

La ficha de identificacion de la docente apunta ggi@ina mujer de 28 afios con cinco
afos de experiencia en la ensefianza del ingléeveh dé Educacion Primaria. El
cuestionario refleja que tiene una actitud altameuusitiva hacia la lengua inglesa.
Piensa que el inglés ayuda a conseguir mejoresqsues trabajo. Considera el libro de
texto como una herramienta Util y necesaria.

La ficha de identificacion y el cuestionario distido a los alumnos revelaron que
ninguno de ellos tenia contacto con el inglés faetaaula y que era la primera vez que
cursaban el tercer afio de Primaria. Respecto atgudahacia el inglés, la mayoria
afirmo que les gustaba y consideraban el inglésitapte para su formacion.

Cantidad de vocabulario conocido previamente al egtlio

El Vocabulary Levels Test estimd que, en términesegales, los estudiantes
conocian alrededor de 340 familias de palabram@@sd, indicando un dominio léxico
considerablemente bajo. En cuestiones de conodiongar género, las nifias mostraron
una mayor cantidad Iéxica conocida, superando aifms en alrededor de 100 familias

de palabras.

Adquisicion de vocabulario
Pre-test

Los participantes del estudio demostraron enestgst que no conocian ninguna
de las palabras clave que posteriormente aparecedaya adquisicion seria valorada.

¢, Cuantas palabras se adquirieron?

Los tests realizados durante la sesidn global fimestraron que los participantes
no habian adquirido el 100% de las palabras clatreducidas. Los resultados de
adquisicion mas altos se encontraron en el tesegfmiesta multiple, mientras que los
mas bajos correspondieron al formato de traductigarsa absoluta. Segun el test
global de respuesta mdltiple realizado duranteefaos final de junio, los estudiantes
aprendieron alrededor de 97 palabras (75% del irgmibido). El test de traduccion
directa reflejé una adquisicion del 46%, mientras gl test de traduccion inversa contd

con los porcentajes de adquisicion mas bajos: 2% lp version parcial y 18% para la
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version absoluta (ver tabla [3] sobre medias y grutajes de adquisicion de la sesion
global de junio de 2009).

Trad inv. A Trad inv. P Trad directa Respuesta multiple
NuUmero de palabras 22.86 30.73 60.20 96.93
% 17,72% 23.81% 46.67% 75.13%

Tabla [3] Sesién global

Los resultados de los tests en la sesion globabs®tieron a un analisis de la
varianza (ANOVA), donde se detectaron diferencetadisticamente significativas al
nivel p< .05 entre los cuatro tipos de tests [F.243, p=.000] (ver tabla [4]). Sin
embargo, los resultados del analisis post-hoc amdgue esas diferencias significativas

no se cumplen entre las dos versiones del tesadedcion inversa (ver tabla 5).

Sesion F Sig.

1 56.884  .000
2 71.869 .000
3 84.900 .000
4 414.058 .000
5 92.004 .000
6 41.490 .000
Global 143.279 .000

Tabla [4] ANOVA sesiones de la segunda fase

Trad inv A- Trad inv A- Trad inv A- Trad inv P- Trad inv P- Trad dir-
Trad inv P Trad dir Resp mult Trad dir Resp mult Resp mult

s1 * * * * *

sS2 * * * * *

s3 * * * * *

s4 * * * * * *

S5 * * * * *

S6 * * * * *

Final * * * * *

Tabla [5] Post- hoc de las sesiones de la segasgayfla sesion global



SUMMARY OF THE THESIS IN SPANISH

En cuanto a las sesiones realizadas durante lmdadase del estudio (de enero
a abril de 2009) la ANOVA también reflejo difereasisignificativas entre los distintos
tipos de test: S1 [F56.884, p=.000]; S2 [F71.8620@0]; S3 [F84.900, p=.000]; S4
[F414.058, p=.000]; S5 [F92.004, p=.000]; S6 [F20.4p=.000] (ver tabla [4]). Sin
embargo, al igual que ocurre con la sesion glabehas diferencias no se dieron entre

todos los tipos de test (ver tabla [5]).

¢ A qué ritmo se adquirieron?

La tabla [6] muestra la media y porcentaje de aigjon para cada una de las
sesiones llevadas a cabo durante la segunda fasesuelio. Los porcentajes se
calcularon de acuerdo a la cantidad de palabresdintidas en cada sesion. En el caso
de las pruebas de traduccion inversa, la cantidgdiada oscila entre el 13% y el 33%
en la version absoluta y entre el 20% y el 40%aereltsion parcial. Los porcentajes de
adquisicién son considerablemente mas altos cuhablamos de la traduccién directa
y el test de respuesta multiple, con cantidadegs® al 63% en el primer caso, y del
62% al 77% en el segundo caso. Las figuras [2] JynfBestran la cantidad y el

porcentaje de adquisicion a lo largo de toda laiseg fase del estudio.

S1 S2 S3 S4 S5 S6
Num % Num % Num % Num % Num % Num %
Palab Palab Palab Palab Palab Palab

Trad 729 3316 497 237 745 3241 3.47 1287 420 18.28 3.09 23.77

inv A

Trad 834 3791 6.25 29.76 9.27 4031 5.63 20.87 5.47 23.81 3.83 29.72

inv P

Trad 13 59.09 11.11 5292 14.65 63.77 13.36 49.49 10.65 46.34 5.84 44.93

dir

Resp 154 70.04 15.13 72.07 17.81 77.47 1824 67.76 16.09 69.96 8 61.53

mult

Tabla [6] Medias y porcentajes de adquisicion pasiones en la segunda fase
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Fig [2] Nimero de palabras adquiridas por sesion Fig [3] Porcentaje de adquisicp@m sesion

La tabla [7] muestra el porcentaje acumulativo diguésicion forjado durante la
segunda fase. Estas estimaciones nos permiterificiemel ritmo al que el vocabulario
va creciendo. Asi, el conocimiento productivo +espntado por los tests de traduccion
inversa y directa apuntan a un crecimiento alredel@b 4% al 5%. Por su parte, el
conocimiento receptivo crece a una velocidad magdire el 9% en la traduccion

directa y casi el 12% en el test de respuesta pigllti

S1 S2 S3 S4 S5 S6
% crec % crec % crec % crec % crec % crec
TradinvA 565 565 951 3.86 1529 578 1798 2.69 2124 326 2364 2.4
TradinvP 6.46 646 1131 485 1849 7.18 2286 437 2711 425 30.11 3
Trad dir 10.07 10.07 18.69 8.62 30.05 11.36 40.41 10.36 48.67 8.26 53.20 4.53
Resp mult 11.94 1194 23.67 11.73 37.49 13.82 51.67 14.18 64.14 1247 70.34 6.2

Tabla [7] Porcentaje acumulativo

Se llevé a cabo un analisis de la varianza emupag, el cual confirmé que
existian diferencias significativas en el crecinwetie vocabulario entre sesiones dentro
de la segunda fase (ver tabla [8]). Sin embarga,pmoeba post-hoc demostré que estas
diferencias no existian entre todas las sesion&snente entre las sesiones 1y 2, 3y 4,

y5y6.
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Test F Sig.
Trad inv A 48.973 .000

TradinvP 67.454 .000
Trad dir 164.694 .000
Resp mutl  382.102 .000

Tabla [8] ANOVA de los tipos de test en la segufadae

Era interesante, ademas, intentar predecir denalgwanera cuanto y en cuanto
tiempo ese grupo de estudiantes era capaz de mdepoabulario a lo largo de su
proceso de aprendizaje. Para ello se aplic6 unagiég lineal univariada donde la
variable dependiente correspondia a la cantidadidig y la independiente al nimero
de sesiones necesarias para adquirir dicha cantidad

Los coeficientes obtenidos mostraron los valoeetactonstante y de la variable
independiente para cada tipo de conocimiento léai@iuado. El valor de la constante
se dividié entre 1, que correspondia a la cantaddocabulario maximo que podia
adquirirse. El namero de sesiones necesarias padgairia la mitad de dicho
conocimiento resulta de multiplicar la cantidad m#& de vocabulario por el valor de

la sesion resultante de la regresion lineal (Maata[9], [10] y [11]).

Tipo de conocimiento léxict F Sig. R2?

Trad inv A 54.409 0.000 0.167
Trad inv P 44.734 0.000 0.146
Trad dir 53.694 0.000 0.170
Resp mult 38.631 0.000 0.128

Tabla [9] Regién univariada de la sesion global
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Tipo de conocimiento léxictc Coeficientes 1/Constante (1/Constante) x valor
No estandarizado de las sesiones

Trad inv A Constante .013  1/0.013 76.9 x 0.165
Sesiones .165

Trad inv P Constante .005 1/0.005 200 x 0.155
Sesiones .155

Trad dir Constante -.001 1/0.001 1000 x 0.092
Sesiones .092

Resp mult Constante -.002 1/0.002 500 x 0.073

Sesiones .073

Tabla [10] Resultados de Ay B en la ecuacién

Tipo de Maxima cantidad Sesiones necesarias para
conocimiento léxica de conocimiento conseguir la mitad del

maximo de conocimiento

Trad inv A 76.9 12.6
Trad inv P 200 31
Trad dir 1000 92
Resp mlt 500 36.5

Tabla [11] Modelo de adquisicion de vocabulario

¢, Qué palabras se adquirieron teniendo en cuentdrecuencia de aparicion y su
distribucion?

Para descubrir si la frecuencia de aparicion ydaiducion de las palabras clave
habian incidido en su adquisicion se aplicé unaesign lineal para cada uno de los
tipos de conocimiento Iéxico evaluados. Al contrate lo esperado, la frecuencia de
aparicion y la distribucién de las palabras clawgparecen predecir su adquisicion (ver
tabla [12]).
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Conocimiento Iéxica F Sig.

Trad inv A 17.341 Constante .000
Adg .000

Trad inv P 14.459 Constante .000
Adg .000

Trad dir 6.390 Constante .001
Adq .013

Resp mult 3.787  Constante .000
Adq .054

Tabla [12] Regresidn del indice de dispersion gdquisicion

DISCUSION
¢,Cuantas palabras se adquirieron?

Los resultados han mostrado una adquisicion #gok cantidad total esperada
de palabras clave. Esto podria tener dos posibiplicaciones. En primer lugar, la
propia introduccién sistematica podria haber imgedia adquisicion de todo el
conjunto. En segundo lugar, puede que la cantigadatbras clave introducidas por
sesién pudieran ser demasiadas para la capacidattjdisicion de los estudiantes.

También es importante destacar las diferentesdealets adquiridas en cada tipo
de conocimiento léxico, donde las cifras en lotstde respuesta multiple y traduccion
directa — representativos del conocimiento receptiwon significativamente mas altas
que las de los tests de traduccién inversa — repr&svos del conocimiento productivo.

Nuestros resultados son contrarios a los de estymlievios como Takala (1984).
En su estudio con estudiantes de inglés en Edut&itnaria, Takala observé que no
habia una diferencia significativa entre el conaento Iéxico receptivo y productivo de
los estudiantes. El autor atribuy6 este hechajal bivel de los estudiantes.

Sin embargo, los resultados obtenidos en la predenis doctoral estan en la
linea de la mayoria de los estudios léxicos aciyalende se han encontrado claras
diferencias entre el conocimiento receptivo y podido de vocabulario en todos los
niveles de L2. Las diferencias encontradas podeistar relacionadas, al menos en
parte, con factores intraléxicos. Algunas de latalpas clave introducidas eran

cognados, lo que facilitaria la adquisicion sobdotreceptiva de las mismas.
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¢ A qué ritmo se adquirieron?

A pesar de las distintas cantidades de vocabularioducidas en cada sesion de
la segunda fase, el ritmo de adquisicion parececeestante a lo largo de todo el
proceso. Sin embargo, volvemos a encontrar difeasnentre los distintos tipos de
conocimiento Iéxico evaluado. Como era de espetanayor ritmo de adquisicion se
registro en el test de respuesta multiple, segpatoel de traduccion directa y las dos
versiones de traduccion inversa.

Al menos en el contexto del presente estudio, cg&l¥ig sugerir que el ritmo
podria haber estado influido, al menos en partefgmbores extraléxicos e intraléxicos.
Esto deberia tenerse en cuenta, ya que no sdtmel de introduccion podria incidir en
el ritmo de adquisicidn, sino que hay factoresaékicos e intraléxicos que podrian
jugar un importante papel en el aprendizaje léxico.

Un segundo aspecto a destacar sobre el ritmo deisacdon sugiere la
posibilidad de modelar el proceso de aprendizajiedé Las regresiones univariadas
han demostrado que el ritmo de adquisicion Iéxaxdrip predecirse en un principio. No
obstante, los valores B que se han obtenido deaslicegresiones son muy bajos,
incluso en algunos casos negativos. Esto apuntaleal@s estudiantes que han
participado en este estudio estan lejos del puateaturacion del conocimiento. Este
hecho es esperable, dado que dichos estudiantsgcgentran en el estadio inicial del
proceso de adquisicion léxica, quedandoles todawikargo camino por recorrer. Por
tanto, no es posible predecir la cantidad maximaababulario que seran capaces de
adquirir durante todo su proceso de aprendizajedéx

No obstante, la regresion si permite aproximaenasea prediccion del ritmo de
adquisicion al que se desarrolla el aprendizajguséos resultados obtenidos, parece
que los estudiantes son capaces de aprender veaeptite alrededor de 500 palabras
en unas 92 horas. Teniendo en cuenta que los astesliespafioles estan expuestos a
una media de 1.200 horas de instruccion inglesapreguntamos coOmo es posible que
la mayoria de ellos no lleguen a tener un conocitoidéxico receptivo de 1000
palabras. Estamos lejos de encontrar la respueltdna cuestion, pero lo que nuestros
resultados indican es que la capacidad de adduisiéxica de los alumnos no esta

siendo optimizada.
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¢, Qué palabras se adquirieron teniendo en cuentdrecuencia de aparicion y su
distribucion?

Los resultados confirmaron que la frecuencia ydistribucion no estaban
relacionadas con la adquisicion de vocabularicoéhicido por el libro de texto. Mas
sorprendente incluso resulta el hecho de que labnaa clave con una distribucion mas
irregular presenten un grado de adquisicion mayer aguéllas con una distribucién
mas regular.

Una posible explicacién para esto podria encas#ran la incidencia de factores
intraléxicos y extraléxicos. Esto es, muchas d@dabras con distribucion y frecuencia
irregulares son las protagonistas de las unidadéstitas con las que los participantes
trabajaron. Esto implica que dichas palabras seejmarde manera explicita y se les
preste mas atencion que a otras.

Un claro ejemplo lo encontramos en el vecha con un indice de dispersion de
35.81, lo que indica su alta irregularidad a tradéislibro de texto. A pesar de su alto
indice de irregularidad, es una de las palabrage da@e ha mostrado mayor grado de
adquisicion.Can no es el Unico caso. Encontramos otras muchabrpalalave con
altos grados de irregularidad y a la vez alto grddoadquisicionfish (9.9), chips
(8.18),breakfast(7.27),ice cream(7.27),get up(6.36).

Otra posible explicacion a este fendmeno podrar est el hecho de que algunas
palabras clave sean cognados. Este es el catwotiball, goal o macaronj que son
mayoritariamente adquiridos a pesar de tener wstgahiicion bastante irregular.

La interseccién de distintos factores que puedebethanfluido nuestros
resultados en relacion con la frecuencia y la ibistion deberian hacernos reflexionar
sobre la complejidad del proceso de adquisicioitééen una segunda lengua.

El segundo punto a tratar dentro de este apartesjponde a los problemas
directamente relacionados con la introduccion deui. Por una parte, los indices de
frecuencia de las palabras clave reflejan una édtaorrespondencia entre la lengua en
el discurso real y el uso de la lengua en el ldgdexto. Este hecho contradice las bases
tedricas sobre las que presumiblemente se asieltsnmateriales didacticos
contemporaneos, puesto que una considerable camtedaocabulario que aparece en el
libro de texto presenta bajos niveles de frecuencia

No obstante, no podemos ignorar que el vocabutanadbajo nivel de frecuencia
puede estar justificado por la funcionalidad dgua los materiales didacticos precisan.

Esto es, hay palabras que son altamente funciopales los estudiantes, como las
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referidas al material escolar, pero que no se eriare entre las mas utilizadas en el
discurso general. Asi, los disefiadores de materaaheces se ven obligados a escoger
entre lo que se supone que se debe usar de aaudaiddistas de frecuencia y lo que
realmente es Util para los estudiantes. Este ctmflie intereses refleja una posible
deficiencia en los corpora actuales. Se deberigsarelas fuentes para el disefio de
dichos corpora, ademas de los criterios para supdacion y sSu uso en areas
especificas como la ensefianza de segundas lenguas.

Finalmente, también es digna de mencion la manera gue se introduce el
vocabulario en el libro de texto utilizado paraeesstudio. Parece que las palabras clave
se introducen “a empujones”, trabajandolas intees@endurante un corto periodo de
tiempo para después ser olvidadas. En este semdi@ola sensaciéon de que el
conocimiento no se construye de manera organizageagual. Estos dos ultimos
aspectos se reflejan claramente en las deficiendeasadquisicion Iéxica de los

estudiantes.

| MPLICACIONES PEDAGOGICAS Y CONCLUSIONES

Como tonica general, los libros de texto constitulge base de la instruccion
formal de la lengua inglesa en Espafia. Sin embaeguir el libro de texto fielmente
parece no cumplir con las expectativas de adgaisigue se tiene de los estudiantes.

El contenido léxico del libro de texto utilizadontiene importantes deficiencias
que se reflejan en la adquisicion léxica por pdedos estudiantes. La causa de dichas
deficiencias podria encontrarse en la falta dedom@hto que puede haber detras de su
contenido Iéxico, lo que en Ultima instancia puetEsembocar en una falta de
optimizacién de la instruccion de inglés en el adlate esta situacion, se sugerimos
algunas recomendaciones para intentar mejorar dithacion. Tales sugerencias van
destinadas a distintos sectores de la comunidaehtic

El primer sector concierne a los disefiadores dermakes. A pesar de que una
distribucion regular no ha sido determinante paradquisicion en este estudio, si que
se ha observado que el proceso de adquisicion ppestiecirse y, por lo tanto,
modelarse. De ahi que encontramos fundamentabguamera en la que se introduce el
input se adapte a la manera en que ese input sedspr

Ademas, la sistematizacion de los materiales twtéc deberia basarse en la
revision tanto intensiva como extensiva. La primsgaefiere a la intensidad con la que

se trabaja el vocabulario, mientras que la segestiarelacionada con la periodicidad.
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Esto es, no solo es importante que todas las palailave se trabajen con la misma
intensidad, sino que también debe revisarse pedguinte a lo largo del proceso de
aprendizaje.

El disefio de materiales deberia tener como @#gsrincipales la construccion
de conocimiento léxico de manera ordenada, cumalatiasociativa. Esta sugerencia
implica una introduccién del vocabulario donde ¥sto es, el nuevo vocabulario que
se introduce y presumiblemente se adquiere — vagaido por V+1, después por
(V+1)+1, por ((V+1)+1)+1 y asi sucesivamente. Adeym es solo que el vocabulario
se introduzca de esta manera, sino que tambiénpdebeerlo. Los estudiantes deberian
tener la sensacién de que tienen la oportunidagsdelo que han aprendido y de que
siguen aprendiendo. Un programa de actuacién cdnsugerido sobre estas lineas
podria promover esa sensacion en los estudiantes.

El papel de los formadores de profesorado tambéesencial. Deben animar a
los docentes a adoptar una postura critica frerts anateriales didacticos e intentar
mejorar las unidades didacticas que se consideggitamente deficientes. Los
formadores deberian promocionar cursos especifit@naestinados a la seleccion y
adaptacion de los materiales didacticos, dondeldagntes aprenderian como analizar
la calidad de un libro de texto en lo que conciexinecabulario.

Otro sector esencial es, sin duda, el de los desekllos son el vinculo mas
directo entre el contenido léxico del libro de textel estudiante. Es mas, normalmente
son los ultimos responsables en la seleccion Beb lde texto. Asi, ellos deberian
transmitir la importancia de léxico a sus alummaemas de promocionar y monitorizar
un enfoque sistematico de estudio del mismo.

Finalmente, no debemos olvidar la responsabildiada comunidad cientifica.
La primera recomendacion apunta a una exploraciés detallada de las lineas de
investigacién que se han abierto en esta tesi®idcEn primer lugar, se deben aunar
esfuerzos para unir ciencia y realidad con el Bnniejorar la enseiflanza de segundas
lenguas. En segundo lugar, seria deseable quevsedh a cabo mas estudios sobre el
ritmo de adquisicidon léxica en distintos contexyodesde distintas perspectivas. En
tercer lugar, se recomienda un analisis profundoesel efecto en la adquisicion Iéxica
de los factores intraléxicos y extraléxicos.

Por ultimo, consideramos que el futuro en los egaren el area de adquisicion

de vocabulario en segundas lenguas pasa, al merpzste, por la interdisciplinariedad.
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La pedagogia, la neurologia, la sociologia e imclaspolitica pueden ayudar a abrir

nuevos caminos a este respecto.






