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Abstract 
Heuristic evaluation provides usability auditors with a structured flow of activities that 
enables them to obtain reliable, comparable and cost-effective usability evaluation 
results. Tools supporting heuristic evaluation are scarce in literature. Usevalia is an 
Internet-based tool that manages usability audits on the basis of heuristic evaluation. 
This paper presents the main features of Usevalia, together with a validation of the 
software by following the Technology Acceptance Model, which verified the users’ 
perceptions of Usevalia as regards usefulness, ease of use, attitude and intention to use. 
A total of 22 students enrolled on a human-computer interaction course were involved 
in the validation. According to the results of the survey conducted with them, the 
proposed tool is easy to use (MD = 4.00 out of 5) and useful for conducting usability 
audits based on heuristic evaluation (MD = 4.00 out of 5). An expert-based validation 
was also carried out in order to thoroughly compare Usevalia’s features with those of a 
spreadsheet-based tool that performs usability audits in the traditional manner. This 
comparative analysis made it possible to conclude that the Usevalia tool has a higher 
perceived usefulness (M = 4.43) and perceived ease of use (M = 4.13) than a traditional 
audit tool such as the Usability Datalogger spreadsheet (M = 2.43 and M = 3.03, 
respectively). 
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1. INTRODUCTION 

One of the key attributes of software solutions that requires careful attention and 
evaluation is usability (Barnum, 2021). According to ISO 9241 (2018), usability is “the 
extent to which a system, product, or service can be used by specified users to achieve 
specified goals with effectiveness, efficiency, and satisfaction in a specified context of 
use”. High usability (1) makes it possible to reduce task execution times, errors and 
learning times; (2) improves user satisfaction, and (3) leads to improved product 
acceptability, increased user satisfaction and better product reliability (Barnum, 2021; 
Güncan & Onay Durdu, 2021). 

A 2016 study of 408 different companies found that the more companies invested in 
and focused on corporate website design, the more sales they achieved, the higher their 
customer retention and the faster they moved through their product cycles (Career 
Foundry 2016). All this was simply because these companies ensured that design, and 
more importantly, the user, were at the very core of their business. For example, the 
ease or difficulty confronted by users of e-commerce applications greatly determines 
their success or failure. Tharindu and Koggalage (2021b) suggest that poor usability is 
no longer tolerated by users and that more than 83% are likely to leave a website if they 
feel they have to make too many clicks to find what they are looking for (Tharindu & 
Koggalage, 2021). 

The objective of usability audits is to enable users to make use of applications with 
the least number of usability problems. These audits are the “collection of methods, 
skills and tools used to study and analyse how users interact with a website” (Intechnic, 
2016). The analysis is then used to make decisions and recommendations (based on 
facts, research and data) concerning how to tweak and optimize the applications. 

In order to enable a continuous evolution of the quality of the application, the 
usability evaluation must be iterative and be present at all development stages (Krug, 
2014). Literature describes several models, methods and techniques with which to 
ensure that usability issues are considered during the software development process and 
to avoid significant differences as regards identifying usability problems, as it has been 
demonstrated that there is great variability in the results of usability evaluations (Molich 
et al., 2004). The selection of these models, methods, and techniques depends on the 
development stage of the informatics solutions and the resources available (Morrissey, 
2014). 

Usability evaluation methods are divided into three categories, namely: (1) 
inspection methods, (2) inquiry methods and (3) testing methods (Hom, 1998). 
Inspection methods are carried out by a set of experts who examine the interface to 
verify its usability, while inquiry methods involve talking to users and observing them 
closely using the system or obtaining answers to questions verbally or in writing. 
Finally, testing methods seek the reason why users are interacting poorly with the 
interface. Usability testing can be performed in-lab or remotely, the latter either 
synchronously or asynchronously (Alhadreti, 2022). The inspection method contains 
several techniques that can be carried out on both a real interface and a prototype. These 
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techniques include (Hom, 1998): (1) heuristic evaluation; (2) feature inspection; (3) 
consistency inspections; (4) standards inspections; (5) formal usability inspections; (6) 
guideline checklists; (7) cognitive walkthrough, and (8) pluralistic walkthrough. 

Heuristic evaluation is a well-known usability engineering technique for the faster 
and more cost-efficient evaluation of the usability problems in a user interface 
(Hollingsed & Novick, 2007). According to Nielsen and Molich (1990), heuristic 
evaluation involves having a small set of evaluators who examine the interface and 
judge its compliance with recognized usability principles. This is performed by 
individual evaluators, who each inspect the interface alone on the basis of the analysis 
of a set of design guidelines, which are nothing more than series of indicators with 
which a system must comply, and to which a priority or importance is assigned. 
Richardson et al. (2021), for instance, propose a mobile application user experience 
checklist called MAUX-C. The evaluation indicates the level of compliance with the 
checklist of guidelines. As a result of the evaluation, a list of usability problems with 
references to those usability principles that were, in the evaluator’s opinion, violated by 
the design is obtained. It is not sufficient for evaluators to simply state that they do not 
like something; they should explain why they do not like it with reference to the 
heuristics or to other usability issues. The evaluators should attempt to be as specific as 
possible and should list each usability problem separately. 

The use of automated tools to support the usability audit process is a useful 
complement and addition to standard evaluation techniques such as heuristic evaluation 
and usability testing. The automation of usability evaluation is of great importance 
because it has several potential advantages over non-automated evaluation. Some of 
these advantages are (Ivory & Hearst, 2001): (1) a reduction in the time spent on 
usability evaluation, and consequently the cost; (2) an increased consistency of the 
errors discovered; (3) predictability of time and error costs across an entire design, as it 
is not always possible to evaluate all aspects of an interface by means of non-automated 
evaluation, and the use of automated tools allows the expanded coverage of evaluated 
features; (4) a reduction in the need for the individual evaluators to have evaluation 
expertise, and (5) it is possible to compare alternative designs. Time, cost, and resource 
constraints lead to a situation in which usability evaluations often assess only one design 
or a small subset of features from several designs. Some automated analysis approaches, 
such as analytical modeling and simulation, allow designers to compare the expected 
performance of alternative designs; finally, another advantage is (6) that the use of 
automated tools allows evaluation to be incorporated into the design phase of user 
interface development, rather than after implementation. In particular, the automation of 
heuristic evaluation procedures facilitates the detection of usability defects, thus 
enhancing the effectiveness of usability evaluation (Sivaji et al., 2011). To best of our 
knowledge, there is a need to develop automated support tools that have the 
functionalities that auditors currently require in order to ease usability audits. 

The objective of this paper is to present Usevalia, a tool that allows the management 
of audits on the basis of heuristic evaluation. Usevalia can help software engineers and 
HCI (Human-Computer Interaction) professionals perform usability audits on the basis 
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of heuristic evaluation, leaving little room for the traditional manual use of checklists. 
The structure of the remainder of this paper is as follows: Section 2 summarizes related 
work concerning the management of usability audits based on heuristic evaluation; 
Section 3 illustrates the design and main features of Usevalia; Section 4 includes the 
evaluation of this automated support, and finally, Section 5 highlights our conclusions 
and shows our future work. 

2. RELATED WORK 

The heuristic evaluation process has, to date, traditionally been organized in the form of 
checklists using spreadsheets. The procedure is performed on a computer or any other 
device capable of processing and editing spreadsheets, and the quantitative analysis is 
performed automatically according to the formulae entered in the corresponding cells. 
One of the templates employed to support this process is the Heuristic Evaluation-A 
System Checklist (WebCriteria, 2002), a simple list with four columns: guideline 
identifier, guideline, rating or level of compliance and optional comments. There are 
also tools containing predefined templates that allow the user to read each of the 
guidelines and evaluate them. In a literature review conducted by the authors, the 
following tools were found: (1) Usability Test Datalogger (Zazelenchuk, 2008); (2) 
Sirius (Suarez Torrente et al., 2016); (3) Prometheus (Chamba-Eras et al., 2017), and (4) 
SUIT (Systematic Usability Inspection Tool) (Ardito et al., 2006). 
 
2.1. Usability Test Datalogger 

The Usability Test Datalogger consists of a template oriented toward requirements 
management which can easily be modified to be used as an audit tool. The removal or 
addition of guidelines is simple, and it additionally has the possibility of including more 
than one auditor. This tool has been used in large companies such as AXA Insurance or 
Skype. Moreover, version 5.1.1 is currently available in English, although it was last 
updated in August 2008. 

The right-hand side of Figure 1 shows that the tool allows the user to add all the 
information related to the audit to be performed, including dates and the name of the 
project to be evaluated. The tool supports audits with multiple evaluators and allows the 
user to indicate which auditors will be included in the final statistics. The tool also 
makes it possible to establish a customized scoring system, indicating which values are 
satisfactory and which are not. The left-hand side of Figure 1 shows how the guidelines 
to be evaluated in the audit can be added. The guidelines cannot be grouped into 
different sections, and neither description nor priority can be added for each guideline. 
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Figure 1. Usability Test Datalogger admin worksheet and configuration of the guidelines 
 

One interesting feature of this tool when compared to the others on the market is 
that it includes a sheet with which to visualize statistics and graphs from the audit 
results. Some of the metrics that it provides are the average time needed by all 
participants to evaluate each guideline or the percentage of participants who have 
considered a guideline to be successful. 

Usability Test Datalogger does not allow the downloading of a document with the 
result of the audit, including the scores awarded and the comments made by the 
evaluators. As the tool is supported by a spreadsheet, it does not allow the scoring 
systems or the list of guidelines to be saved for their subsequent use in another future 
audit, and it is thus necessary to make a copy of the sheet for each audit performed, 
which can be tedious and cause problems if the wrong sheet is modified. 

 
2.2. Sirius 

 
Suárez et al. (2016) proposed the Sirius tool (see Figure 2) in order to carry out audits of 
design guidelines following the Sirius evaluation method. Unlike Usability Test 
Datalogger, the Sirius tool focuses on a single user only, but its evaluation results are 
more detailed. It was last updated in 2011, although an English version was published in 
July 20191. Each group of guidelines in the same catalogue is separated into several 
sheets of the document. The audit data and the evaluator are on the first sheet. This 
spreadsheet does not allow the creation of a customized scoring system or the 
establishment of the guidelines to be evaluated. Sirius has its own heuristics and scores 
with which to calculate the percentage of usability. Some guidelines will have greater or 
lesser relevance, depending on the type of website. 

 
1 Accessible from https://olgacarreras.blogspot.com/2011/07/sirius-nueva-sistema-para-la-evaluacion.html 
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One drawback of Sirius is that it does not allow the downloading of documents 
showing the evaluation results, nor does it show graphics comparing each group of 
heuristics or show statistics regarding the evaluation. Sirius indicates only the usability 
percentage, together with certain calculations that are necessary in order to obtain that 
percentage. In general, Sirius is barely customizable, partly because it is an adaptation 
of a specific heuristic evaluation method. 

 
Figure 2. Configuration of an audit in Sirius 
 

2.3. Prometheus 
 
The Prometheus tool (Chamba-Eras et al., 2017) was developed to support the Sirius 
evaluation method. Prometheus has certain functionalities that the Sirius spreadsheet 
does not have, such as the possibility of establishing “hybrid websites”, indicating the 
percentage that each type of site listed in the tool includes. In this context, a hybrid 
website is defined as one that combines two or more of the 15 types defined by the 
Sirius tool, namely: (1) public administration/institutional; (2) online banking; (3) blog; 
e-commerce; (4) communication/news; (5) corporate/company; (6) downloads; (7) 
education/training; (8) collaborative environments/wikis; (9) virtual community/internet 
forum; (10) leisure/entertainment; (11) personal; (12) service portal; (13) image-based 
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interactive services; (14) non-image-based interactive services, and (15) webmail/mail 
(Suarez Torrente et al., 2016). This allows the calculation of the usability of the 
evaluated site to be more accurate when compared to the spreadsheet version of Sirius 
(see Section 2.2), which enables only the selection of a specific type for each 
application evaluated.  

This tool does not have multi-evaluator support, but it does allow the results of the 
evaluations to be downloaded in an EARL (Evaluation and Report Language) report 
(W3C Working Group Note, 2017). The evaluation and score assignment process is like 
the spreadsheet version of Sirius, since it is a predetermined list of heuristics. There is 
also the option of opening the website being evaluated in a tab. 

A notable difference with respect to the spreadsheet version of Sirius is the "owner" 
role. It is not the evaluator who adds the information concerning the website, but rather 
the owner who enters the sites to be evaluated into the system, with their respective 
information and type of site. This signifies that the evaluator has only to select the site 
to be evaluated from those available and assign the scores he/she considers appropriate, 
thus reducing the evaluator's work and allowing him/her to focus on the evaluation 
itself. Figure 3 shows a diagram depicting the users represented in the tool. 

 

 
Figure 3. Prometheus role diagram 
 

2.4. SUIT 

SUIT (Systematic Usability Inspection Tool) (Ardito et al., 2006) was presented in 2006 
to support a particular type of evaluation called SUE (Systematic Usability Evaluation) 
(Matera et al., 2002). This method has been denominated as SUE inspection and 
exploits a set of evaluation patterns, called Abstract Tasks (ATs), which guide the 
inspector’s activities, precisely describing which objects of the application to seek and 
which actions to perform during the inspection in order to analyze those objects. 

Two phases are required during the AT inspection: (1) the Preparatory phase, which 
is performed only once for the kind of applications to be evaluated (for example, e-
learning applications), and (2) the Execution phase, which is performed for each 
application to be evaluated. The Execution phase is coordinated by the so-called 
inspection manager, an expert inspector who decides how many inspectors should be 
involved, selects them, and coordinates their activities. The Execution phase consists of 
four stages: (1) Inspection planning; (2) Error detection; (3) Report generation, and (4) 
Discussion. 
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In the Report generation stage, the inspection manager creates a list of the problems 
of the application being evaluated by analyzing the inspector reports made available by 
SUIT. The inspector manager must integrate the problems detected by the evaluators. 
SUIT helps in this task by providing the possibility of sorting the list of problems with 
respect to various parameters. The inspection manager then manually highlights any 
problems on which two or more inspectors did not agree. If two inspectors give two 
different ratings to the same problem, an inspection team meeting is held, and an 
agreement should be reached in the final report. SUIT makes it possible to avoid face-
to-face meetings by offering a discussion forum in which all inspectors, or a subset of 
them, participate. This attendance is decided by the inspection manager, who uses SUIT 
to send a notification e-mail to the inspectors involved. Figure 4 illustrates the way in 
which a usability problem is inserted into SUIT. 

 

 
Figure 4. Form employed to insert a usability problem 
 

When an evaluator reports a heuristic that is not met, he/she can indicate the level of 
severity of the failure, in addition to suggesting possible improvements by which to 
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solve it. Moreover, each evaluator can view the report of the others asynchronously in 
the discussion phase, and can then indicate whether or not the problems found are true 
by adding a message. This allows the evaluators to avoid collocated meetings in which 
to discuss the issues, and also allows them a certain flexibility of schedules, since they 
are able to work on the bug reports at the time that best suits them within the evaluation 
timeframe. 

 
2.5. Comparative analysis of the tools 

 
Table 1 presents a comparison between the tools described above together with 
Usevalia, which is presented in detail in Section 3. It is important to note that few 
usability audit tools are based on heuristic evaluation, and this could indicate the need to 
develop automated support tools that have the functionalities that auditors currently 
require in order to perform a usability audit. The comparison has been carried out by 
establishing a priority for each of the characteristics to be taken into account, based on 
the experience acquired during the expert evaluation presented in Section 4. In this 
context, the priority represents the relative level of importance of a given feature when 
compared to another characteristic. A three-point Likert-type scale (1 = High; 2 = 
Medium; 3 = Low) was used to define the priority. The decision was made to use a 
three-point Likert scale because Matell and Jacoby (1971) suggested that reliability and 
validity are independent of the number of response categories, and their results implied 
that collapsing data from longer scales into two-or three-point scales would not decrease 
the reliability or validity of the resulting scores. 

In summary, Table 1 shows that Usevalia encompasses a set of functionalities that 
other tools do not have. For example, it enables the management of multi-user usability 
audits by allowing auditors to perform three types of evaluations (described in Section 
3), while the others allow only the standard evaluation type. In addition, Usevalia 
supports the management of scoring schemes, which allow the type of value of the 
scheme to be specified. Another of the key functionalities of Usevalia that the other 
tools do not have is the possibility of importing customized guideline catalogues. 
Finally, although tools such as SUIT and Prometheus allow reports to be exported in 
different formats, Usevalia offers the possibility of adapting reports to the type of 
evaluation carried out by the auditors. 

In addition to traditional functionalities, Non-Functional Requirements (NFRs, also 
known as quality requirements) (Cysneiros & Yu, 2004) establish constraints on the 
system and provide particular notions of the qualities that a system can have, such as 
accuracy, usability, safety, performance, reliability or security. Errors in the omission or 
inadequate treatment of NFRs are among the most costly and difficult to correct at a 
later date. NFRs such as internationalization and localization, energy efficiency, security 
and usability have been taken into account during the development of Usevalia 
(Cysneiros & Yu, 2004).  
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Table 1. Comparative analysis between tools. 

Usability Audit Tools 

 
Features 

 
Priority 

Usability Test 
Datalogger 

 
Sirius 

 
Prometheus  

 
SUIT 

 
Usevalia 

Users 

Role 
management 

1 No No Manages three 
types of users 

Manages 
two types 
of users 

Manages three 
user types and 
manages user 

groups 
Multi-auditor 

support 
2 Yes No Yes Yes Yes 

Concurrent 
multi-user 

connectivity 

3 No No Yes Yes Yes 

Audits 

Audit 
management 

1 No No No No Yes 

Customized 
scoring system 

2 Yes No No No Yes 

Types of 
usability 

evaluation 
supported 

2  
Standard 

 
Standard 

 
Standard 

 
Standard 

Basic, Standard 
and Task-based 

Template for 
importing 
guideline 

catalogues  

2  
No 

 
No 

 
No 

 
No 

 
Yes 

Reports 

Graphical 
comparison 

2 Overall 
effectiveness 
and efficiency 
measures and 

users’ 
satisfaction 

questionnaire 
results 

Percentag
e of 

usability 

Percentage of 
usability  

List of 
issues 

Total 
percentage of 

guidelines, 
percentage of 
guidelines by 
group, results 
by priority and 

results by 
guideline 

Export report 
formats 

3 No No EARL  PDF PDF 

Reports 
adapted to the 

type of 
evaluation 

2 No No No No Yes 

Others 

Internationaliz
ation and 
localization 

2 No Yes Yes Yes Yes 

Energy 
efficiency 

2 No No No No Yes 

Security and 
privacy  

1 No No Yes  No Yes 

Usability 2 No No No No Yes 

 
Usevalia is completely internationalized, and the language can be changed (English, 

Spanish) depending on the language preference of the user who is logged in. With 
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regard to energy efficiency, the Usevalia tool is deployed on a server that makes use of 
renewable energy sources and uses a MySQL database. The study carried out by 
Mahajan, Blakeney and Zong (2019) found that indexing in MySQL significantly 
improves performance and energy efficiency. Avoiding the use of the "SELECT *" 
command results in an increase in energy efficiency of more than 20%, which is 
significant owing to the ubiquity of the command among professionals. Security is 
another feature that is considered very important, and a comparative study of three 
CMSs (Joomla, WordPress, and Drupal) shows that Drupal has high security while the 
other CMSs have low and moderate security (Iqbal et al., 2020). The use of good 
security practices, such as using strong passwords, using SSL certificates, changing the 
administrator's root password and limiting login attempts, all contribute to ensuring data 
security and privacy. Finally, usability and responsive design were considered during 
the development of the tool. Responsive design has multiple advantages, such as 
enriching the user experience, improving statistical results, avoiding duplicate content, 
and reducing development and maintenance costs and time. Moreover, User-Centered 
Design was considered during the design of Usevalia because a well-designed user 
interface can make it easier for users to handle a system and lessen their cognition 
burden (Martin-Michiellot & Mendelsohn, 2000). The usability of the tool has been 
tracked during the successive stages of its development by means of an earlier version 
of the tool itself. 

3. USEVALIA 

Usevalia is a web tool that allows the management of usability audits on the basis of 
heuristic evaluation. Section 3.1 shows the functionalities of the tool, following a typical 
use scenario, and Section 3.2 then briefly describes the main design decisions and the 
Drupal-based architecture. 

 
3.1. Workflow and features overview 

 
Usevalia supports multi-user audits, thus allowing a team to work simultaneously on the 
same audit following a simple usability audit process that operationalizes the heuristic 
inspection. Although Usevalia does not prescribe any specific audit process, the 
flowchart in Figure 5 describes the activities of a typical Usevalia usability audit 
process. This process involves the participation of the so-called chief auditor, together 
with a team of auditors and the system itself. The audit starts when the chief auditor: (1) 
introduces the web or mobile application to be evaluated; (2) introduces the scoring 
schemes to be used; (3) introduces the deadline by which the audit must be completed, 
and (4) builds a team of auditors who will be in charge of performing the audit. 

Scoring schemes can be created or deleted in the tool database. When creating a 
scoring scheme, the type of each of the values (e.g., high, medium, and low support) can 
be indicated. The deletion of a scoring scheme in the tool database is not permitted in 
case it is being used for an audit. 
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Figure 5. Execution flow of a usability audit 

 
Usevalia allows the creation and deletion of teams of auditors. During the creation, 

the name of the team and the users who will play the role of auditor must be introduced, 
together with the description of the team. Auditor groups cannot be deleted if they have 
been linked to a heuristic dataset (i.e., to a guideline catalog) in an audit, until the audit 
is closed by the chief auditor. 

The chief auditor imports the heuristic dataset that will be used to evaluate the 
application in the new audit (see Figure 6). Chief auditors have access to a repository of 
customizable templates that can be downloaded from the "Upload/Download catalog" 
page in order to create their own guideline catalogs. Guidelines to be added to the 
catalog can be defined from scratch or from other lists of heuristics, such as those 
defined in John Brooke's questionnaire (Brooke, 1996), Dix's fourteen usability 
principles (Dix et al., 2004) or Jacob Nilsen's ten heuristics (Nielsen & Molich, 1990).  

 

 
Figure 6. Import guideline catalog 
 

Catalogs are stored as CSV files (see Figure 7), which Usevalia reads as follows: in 
the first row, the priorities are listed from lowest to highest (e.g., Low, Medium, High). 
In the following rows, the text of the title is specified in the first column in order to 
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indicate that it is a group of directives, while the data in the second column has to be 
filled in so as to insert a guideline. The data taken by the programme are the following: 
identifier, name, description, and priority. On the form, the title, the team to which it 
will belong, the scoring scheme, and the read/write permissions must be filled in before 
uploading the file containing the catalog. Chief auditors will be able only to delete the 
catalog from the application when it is not being used in any audits. 

 

 
Figure 7. Usability guideline catalog in CSV format 
 

The chief auditor then defines the type of audit (standard, basic, task-based), after 
which the auditor or team of auditors begin to evaluate the previously uploaded 
guideline catalog. The types of audits are the following: (1) the standard audit consists 
of the evaluation of each usability guideline, one by one; (2) the basic audit evaluates an 
application on the basis only of the highest priority guidelines in the heuristic dataset; 
and finally, (3) the task-based audit performs the evaluation of each usability guideline 
on the basis of the different tasks that can be carried out in an application. A list of 
categories of applications is, therefore, provided in Usevalia (see Table 2), and each 
category incorporates a customizable set of typical tasks to be carried out. The 
categories of applications were the result of the harmonization of the proposals by 
Constantinides and Fountain (2008), Rossi et al. (2008), and Deshpande et al. (2002). 
These authors propose several taxonomies of web applications, each of which takes into 
account different characteristics of the website, such as its design, its development or 
the function it performs. 
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Table 2. Categories of applications predefined in a Usevalia task-based audit. 

Category Example Usual, basic tasks 

Search 
Engines/Portals 

Google register, log in, search with words, search with images, 
search in different languages, filter results, change search 

engine language, search prediction, search suggestions 

Blogs/Informative El País register, log in, search with words, view latest news, 
share content, comment on content, view tags, rate 

content 

Forums/Interaction Stack Overflow register, log in, search with words, view popular posts, 
view latest posts, post topic, quote topic/post, reply topic, 

view a user's profile, view a user's posts 

Social networks Facebook register, log in, post content, share content, send private 
messages, view a user's profile, edit my profile, view 

tags, search for content 

Transactional BBVA register, log in, make a transfer, view receipts, view 
balance, view my bank accounts, view my cards, apply 

for a loan, view account information 

E-commerce PcComponentes register, login, word search, search by product category, 
search by product category, view product information, 

rate product, place order, cancel order, make complaint, 
add product to wishlist 

E-mail Outlook register, log in, compose mail, filter mail, delete mail, 
create folders, reply to mail, block sender, word search 

Entertainment Netflix register, login, search with words, search by category, 
view content/game, add to favourites, rate content/game, 

view latest news, view suggestions 

Academic Virtual classroom 
through a Learning 

Management System 
such as Moodle 

log in, view announcements, view assignments, 
download material, contact a teacher, view exam marks, 

filter subjects, view subject planning/calendar, view 
subject planning/calendar 

Collaborative Google Docs register, log in, search by words, view recent, create new 
document, filter documents, download document, add 

participants, communicate with participants 

Downloads Games Torrents register, login, filter downloads, filter downloads, search 
by words, search by category, download content, share 
download, rate download, view description / summary 

download 

Corporate/Public 
entities 

University of Oxford view company information, view rates, view services 

provided, view contact information, view links to social 
networks, change language of the page 

Services  Google translator register, login, use service, view help, view service 
information, view service information 
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Each auditor then performs the heuristic evaluation by checking the usability 
guidelines required, one by one, by specifying: (1) the score given to that guideline 
(according to the scoring scheme) in the context of the task or the whole application, 
depending on the type of audit; (2) (optional) any comments on the score, and (3) 
(optional) a set of suggestions to deal with the guideline. In this evaluation process, the 
auditor can take a screen grab of part of the relevant app or website and paste it onto the 
heuristic evaluation in order to justify the mark. It is usual for the application audited to 
evolve over successive deployments, and this mechanism of incorporating images can, 
therefore, help document the rationale behind each score (see Figure 8). 

 
Figure 8. Upload screenshots to highlight problems encountered during the evaluation 
carried out using Usevalia 
 

If there are x number of days left before the end of the audit (where “x” is a 
configurable parameter), the system sends a reminder message to the auditors who are 
performing the evaluation in order to make them aware that the deadline is close. 
Usevalia includes a field called “Evaluation status”, which allows the chief auditor to 
see the evaluation status of the audit (pending or completed). When all the auditors have 
completed their assessments, an email is automatically sent to the chief auditor, who can 
explore the scores given to the guidelines by each auditor, together with their total 
averages. Once the audit time has expired, the audit is automatically closed and the 
chief auditor is informed. 

Usevalia makes it possible to create, delete, evaluate, close, reopen, generate and 
view the statistics of an audit (see Figure 9). Some of the statistics displayed are the 
total percentage of passed and failed guidelines in the audit, the number of auditors who 
have indicated a guideline as passed/failed, or the number of passed/failed guidelines at 
each priority level. Once an audit has been selected in order to generate a report, the 
chief auditor will be presented with a link that will make it possible to download the 



16 
 

report. This file will be in PDF format and will contain all the information related to the 
audit selected. 

 

 
Figure 9. Statistics of a standard audit using Usevalia 
 

Reports are intended to be the output of the evaluation, and they present the 
information and results of the audit formally, while graphs allow the most important 
data to be seen at a glance without having to read the whole document. Reports also 
provide the option of showing additional information, such as the number of guidelines 
approved by each auditor. 

The tool is available to the HCI community at the following address: 
https://giis.inf.um.es:446/drupal2/usevalia. It is in a state of continuous improvement, 
but the current version is stable and has been used on an HCI course for two years (see 
Section 4.3.1).  

 
3.2. Architecture overview 

Seven basic criteria have been considered when selecting the technology chosen for the 
development of Usevalia: (1) greater popularity in hosting and community portals; (2) 
the ease of its development and maintenance; (3) the degree of security; (4) the ease and 
quality of documentation; (5) the type of license; (6) the possibility of 
internationalization, and (7) flexibility in development. The most important criteria are 
those related to both the popularity of the technology and the security aspect.  

https://giis.inf.um.es:446/drupal2/usevalia
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The advancements in hardware and software technologies led to the evolution of the 
modern-day CMS (Content Management System) which allows anyone to design a 
website without the need for coding knowledge. CMS is defined as computer 
applications that allow the editing and publishing of content, along with maintenance 
from the user interface. Moreover, CMS has been developed as a modular system with 
the possibility of programming individual features as extensions (Blazek et al., 2019). 
Furthermore, open-source CMS such as Drupal have been the choice preferred for the 
development of several web applications. Many users employ Drupal for website 
development owing to multiple features, such as flexibility in content creation, easy 
administration of users, and the capability to handle complex workflows (Iqbal et al., 
2020). 

Analyzing the characteristics of an individual system can help choose the 
appropriate CMS for a specific web application. This is owing to the high variability of 
functions and features that make one particular CMS more suitable for developing an 
application than another (Vakode & Chaudhari, 2013). Drupal has multiple benefits, 
such as: (1) The user needs no technical knowledge other than connecting via FTP and 
installing the databases for installation; (2) the maintenance and updating of the site is 
easy, as it includes backup of the website and uses a web update interface to replace 
files. In addition, Drupal alerts the site administrator when an update is required; (3) the 
strength and contribution of the community, as it is very large in terms of its users and 
developers; (4) good usability, as administrators can easily access the site or section in 
visitor mode by simply clicking the edit button. Accessibility to the administration area 
requires some learning, as its default configuration does not have a refined look and 
feel. The main package does not include an editor like WYIWYG (What You See is 
What You Get), but one can be installed as a plug-in. In Drupal, the editing of pages or 
sections is the same, but when adding a new page, it may be necessary to link it by 
hand; (5) it is highly scalable with a high traffic handling capability. The user’s websites 
are cached indefinitely as a default configuration, but can also be cached manually for a 
set amount of time; (6) security updates are published on drupal.org. Whenever a new 
update is released, users are informed via the update status plugin. The community is 
very active, and when security vulnerabilities are detected, they are remediated very 
quickly. In addition, references are available in order to guide the creation of a more 
secure site; and finally, (7) user roles and workflows are another of its main benefits, as 
it includes two sets of default roles (anonymous user and authenticated user). Beyond 
these, any number of user roles can be created and assigned different permissions 
depending on the type of content. Additional modules can be used to give more specific 
permissions to users on the basis of the content section and by using the taxonomy 
function.  

Figure 10 shows a high-level architecture diagram of Usevalia. The diagram shows 
the main building blocks of the solution, namely: (1) a web server such as Apache; (2) 
MySQL, a relational database management system, and (3) the CMS, Drupal. All three 
tools are the result of major free and open-source software projects and are recognized 
as mature, popular and future-proof systems. 
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Figure 10. Architecture diagram of Usevalia using Drupal 
 

Drupal provides functionality through the use of the so-called modules. A module in 
Drupal is a set of program files, images, data and style sheets organized into a directory 
structure that is stored in the server's file system. Usevalia was developed as a custom 
module. Table 3 provides a brief description of the purpose of the files included in the 
directory structure depicted in Figure 10. 

Table 3. Directory structure of the Drupal automated support architecture module 

Directory  Description 
/ Root directory of the module, which contains the .info, .module and .install files 
/Classes  Contains all the classes of the program model in .php files 
/Classes/DAO Contains the module's DAO handlers for program persistence in .php files 
/Controller Contains interface .php files that do not require user interaction 
/EventSubscriber Contains a service that restricts access to anonymous users 
/Form Contains the interface .php files that require user interaction 
/Logo Contains the program's logo and favicon 
/Templates Directory in which the two templates provided by the tool for catalogue creation are stored 
/Service Contains the main program controller 
/Sql Contains the file with the entity-relationship model tables 
/Util Directory containing the two libraries used for generating graphs and reports, along with the 

PHP classes that make use of these libraries 
/Util/jpgraph Source code of the jpgraph library that allows the creation of graphics 
/Util/tcpdf Folder with the source code from the tcpdf library, used to generate PDF files 
 

In Drupal, the instructions required by a module in order to perform the actions for 
which it was conceived are defined in a .module file. Such a file is a script encoded in 
PHP. Together with the .module file, a .install file and a .info file are also written. The 
.install file is a PHP file that is run the first time the module is enabled to perform the 
setup procedures. This file specifically creates database tables and fields with which to 
represent the content types supported by Usevalia. The .info file, meanwhile, defines 
properties in key/value pairs in standard .ini file format. It stores metadata concerning 
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the module and is required in order for the Drupal system to recognise the existence of 
the module. 

4. METHOD 

This section presents the method followed in the empirical validation of Usevalia (see 
Figure 11). Both the overall objective and the research question of the study are stated 
in Section 4.1, while the hypotheses are formulated in Section 4.2. In Section 4.3, a 
process is described to validate the Usevalia tool by evaluating four webs and mobile 
apps in the e-commerce domain. The instruments and data analysis methods are 
described in Section 4.4. 

 
Figure 11. Workflow followed in the Usevalia empirical validation 
 

4.1. Research Goals 

The objective of our empirical evaluation is presented using Basili and Rombach’s 
(1988) recommendations regarding the application of the Goal/Question/Metric (GQM) 
method. Our goal is thus defined as follows:  

• Analyze the performance of Usevalia, a usability audit tool based on heuristic 
evaluation 

• for the purposes of assessing the intention to adopt the tool  
• in terms of the adequacy of the usability audit tool  
• from the point of view of the usability auditor  
• in the context of the usability inspection based on heuristic evaluation 
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The above was then considered as the basis on which to formulate the following 
research question: 

 
• RQ. How does the Usevalia tool for heuristic inspection usability audit perform in 

practice? 
 

4.2. Hypotheses 

In order to answer the research question, we defined the following hypotheses: 
• H1.1: Usevalia performs sufficiently well for it to be used in a real project. 
• H1.2: Usevalia is better than a spreadsheet application. 
• H1.3: Usevalia is useful. 
• H1.4: Usevalia is easy to use and learn. 
• H1.5: The users are willing to continue using Usevalia once they have tried it. 
• H1.6: The users are willing to recommend Usevalia to others. 

 
4.3. Intervention 

 
The validation of the Usevalia tool was divided into two parts: (1) students enrolled 

on an HCI (Human-Computer-Interaction) course of the BSc. in Computer Engineering 
at the University of Murcia (Spain) in the academic year 2020/2021, followed by (2) a 
validation with five experts in usability audits. The abovementioned subject introduces 
students to HCI issues, including the development and auditing of usable and accessible 
user interfaces, paying special attention to the application of standards and style guides 
in web, mobile and desktop computer applications. The usability and accessibility of 
both web and mobile applications are the two key aspects of the course. The experts are 
the authors of this paper and were selected because they have extensive experience in 
conducting usability audits and previous knowledge of the tools evaluated. The method 
selected in order to collect data was a questionnaire. Questionnaires are popular means 
by which to acquire information on knowledge and perception (Bird, 2009). 

The activity with students was performed between November 11th, 2020, and 
February 15th, 2021. A total of 22 students participated in the evaluation of Usevalia. 
Questionnaire 1 (see Table 4) was administrated to students in order to obtain their 
perception of Usevalia. Questions were answered from January 26th, 2021, to February 
9th, 2021. The aim of this survey was to attain feedback concerning the students’ 
perceptions of their experience with Usevalia after an in-class training session given by 
one of the experts. In this session, a theoretical and practical introduction to Usevalia 
was given and a hands-on experience with the features and capabilities of the tool was 
acquired by the students. A one-group post-test only design was used in which a 
treatment is implemented (in-class training session) and then a dependent variable 
(students’ perceptions based on TAM) is measured. 

Five experts responded to Questionnaire 2 (see Table 5) in order to validate Usevalia 
against a similar purpose tool (i.e., Usability Datalogger) using a task-based heuristic 
evaluation. Questionnaire 2 was completed from January 10th to January 24th, 2022. 
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Specifically, four usability audits of two web applications (IKEA2 and ASOS3) and two 
mobile applications (Mercadona4 and El Corte Inglés5 apps) were conducted. The four 
applications evaluated are considered to be mature, well-known representatives of the e-
commerce domain. The four applications were audited using Usevalia and the Usability 
Datalogger tool described in Section 2. The latter is the only alternative to Usevalia that 
is still available, given that Sirius, Prometheus, and SUIT are not currently available to 
the scientific community. Nevertheless, Usability Datalogger can serve to compare a 
kind of “traditional” or “manual” audit tool based on spreadsheets with the features of 
Usevalia, the audit management tool presented in this paper. Finally, the experts filled 
in the questionnaire in order to compare the tools evaluated: Usevalia and Usability 
Datalogger. 

The evaluation method followed in this study is expert review (Tory & Moller, 
2008), which can be used to evaluate software tools (Beecham et al., 2012). The 
analysis of the usability audit tools was carried out in the context of the heuristic 
evaluation of two websites and two mobile apps. In this type of evaluation, a small 
number of experts evaluate the interface separately (Nielsen, 1994). The heuristic 
evaluation process carried out by the reviewers provided them with useful information 
to assess the usability audit tools under study. Specifically, the reviewers completed a 
TAM-based questionnaire to evaluate Usability Datalogger and Usevalia. 

There is no consensus on the optimal number of reviewers to perform usability 
evaluations (Hwang & Salvendy, 2010). According to different studies, the number of 
expert reviewers tends to be small, and range from two to over twenty reviewers (Olson, 
2010). Nielsen and Molich (1990) reported that five evaluators found about 2/3 of 
usability problems using heuristic evaluation. In our specific case, however, it is worth 
noting that: (1) there are no very complex interfaces involved in the evaluation, and (2) 
all reviewers participating in the evaluation can be considered to have the same 
probability of encountering all usability problems (homogeneity assumption) (Hwang & 
Salvendy, 2010). Moreover, 3-hour evaluations of five reviewers are likely to find over 
99% of the usability problems (Dumas & Sorce, 1995). For these reasons, five experts 
were chosen to perform the expert evaluation procedure in our study. 

Both questionnaires employed a five-point Likert-type scale (1 = Completely 
disagree; 2 = Disagree; 3 = Neither agree nor disagree; 4 = Agree; 5 = Completely 
agree). The scale used was the same, since both questionnaires were designed based on 
the TAM model. For each block of questions, the mean of the responses to the questions 
in that block was calculated and used as the representative value given by the student to 
that block. In Questionnaire 1, the medians obtained for each question and for each 
block were compared with the hypothesized central value proposed by the researchers 

 
2 Accessible from https://www.ikea.com/es/es/ 
3 Accessible from https://www.asos.com/es/ 
4 Available at https://play.google.com/store/apps/details?id=es.mercadona.tienda 
5 Available at https://play.google.com/store/apps/details?id=com.elcorteingles.app 
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(MD = 3.00). In Questionnaire 2, the averages obtained for the questions related to each 
variable (perceived usefulness and perceived ease of use) were considered for 
comparative purposes.  

 
4.4. Instruments and data analysis methods 
 

The two questionnaires mentioned above were designed according to the 
Technology Acceptance Model (TAM) (Sauro & Lewis, 2016), which helps put the 
results into the perspective of technology adoption. The TAM highlights the need to be 
conscious of the socially constructed processes in which tools are deployed and used on 
a daily basis. This is because, when users are presented with new technology, several 
factors—and particularly the perceived usefulness and the perceived ease of use—
influence their decisions regarding how and when they will use that technology. 

The questionnaire filled in by the students (Questionnaire 1) contained 19 questions 
and was divided into four blocks of questions, namely: Block 1: Perceived utility; Block 
2: Perceived ease of use; Block 3: Attitude of use, and Block 4: Intention to use. Block 1 
was composed of questions, Q1-Q12, whose purpose was to answer H1.1, H1.2, and 
H1.3; Block 2 was composed of questions Q13-Q16 (H1.4); Block 3 was composed of 
questions Q17-Q18 (H1.5), and finally, Block 4 was composed of question Q19 (H1.6) 
(see Table 4). 

With the data gathered with Questionnaire 1, a statistical test was run to determine 
whether the median of the answers was significantly different from 3 (neither agree nor 
disagree). The distribution of the mean values was not normal, except for Q18, which 
did have a normal distribution (p = 0.066) since the significance level is higher than α = 
0.05. The one-sample Wilcoxon signed-rank test was used for the questions that did not 
have a normal distribution, while the one-sample t-test was used for Q18, which did 
have a normal distribution. Notice that in our experiment, a difference has been 
considered significant if the p-value of the test is below 0.05 (i.e., α < 0.05). 

The expert’s questionnaire (Questionnaire 2) contained 12 questions and was 
divided into two blocks of questions, namely Block 1: Perceived Usefulness (Q1-Q6), 
and Block 2: Perceived Ease of Use (Q7-Q12). It was divided into these two blocks 
because the two most important variables as regards predicting the development of a 
technological tool through the use of the TAM model are perceived usefulness and 
perceived ease of use. These two variables directly influence the users' intention to use a 
particular tool (Davis, 1989). The questions included in Block 1 corresponded to 
questions Q1, Q3, and Q6-Q11 in Questionnaire 1, while the questions included in 
Block 2 mapped onto questions Q5, Q12-Q16 in Questionnaire 1 (see Table 5). 

In this work, inter-rater agreement was measured using Kendall’s coefficient of 
agreement (W) (M. Kendall & Smith, 1939; M. Kendall & Gibbons, 1990). With this 
statistic it is possible to formally determine whether any consensus has been reached 
between raters and the relative strength of the consensus (Schmidt, 1997). The level of 
agreement finally obtained from the ratings issued by the five raters (W = 0.75; p < 
0.001) can be considered strong (Moslem et al., 2019; Schmidt, 1997). 
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Table 4. Means, standard deviations, and Medians of students’ perceptions (Questionnaire 
1). “M”: Mean;“SD”: Standard deviations; “MD”: Median. 

Id Associated 
hypotheses 

Question M SD MD 

Block 1: Perceived utility 
Q1 H1.3 Using Usevalia would improve my performance on 

the HCI course. 
3.40 
 

1.14 
 

4 
 

Q2 H1.3 Usevalia would favor the teaching-learning process 
of the HCI subject. 

3.54 
 

0.80 
 

3 
 

Q3 H1.3 I consider that Usevalia represents a step forward in 
conducting usability audits. 

3.72 
 

0.93 
 

4 
 

Q4 H1.3 I would conduct future usability audits using 
Usevalia. 

3.45 
 

0.96 
 

3.5 
 

Q5 H1.1 The tool manages users and user roles sufficiently 
well for it to be used in a real project. 

3.18 
 

0.85 
 

3 
 

Q6 H1.3 The web categories included seem to be sufficient to 
represent all the websites/applications. 

3.50 
 

0.85 
 

4 

Q7 H1.3 The different types of predefined tasks associated 
with the web categories seem sufficient to represent 
all the websites/applications. 

3.68 
 

0.83 
 

4 

Q8 H1.3 The different types of evaluation (Basic, Standard, 
Task Based) in the tool seem sufficient to evaluate an 
audit. 

3.86 
 

0.83 
 

4 

Q9 H1.3 Usevalia streamlines the audit evaluation process. 3.64 
 

0.95 
 

4 

Q10 H1.3 The reports generated by the tool help me understand 
the end result of an audit. 

4.13 
 

0.83 
 

4 

Q11 H1.3 I find Usevalia's graphs useful, as they provide 
interesting data on the audit. 

3.81 
 

1.09 
 

4 

Q12 H1.2 Usevalia is better than Microsoft Excel for 
performing usability audits, specifically audits with a 
heuristic evaluation. 

3.59 
 

1.00 
 

4 

Block 1 H1.1, H1.2 and 
H1.3 

All the questions in Block 1 3.62 
 

0.58 
 

3.75 

Block 2: Perceived ease of use 
Q13 H1.4 Learning to use Usevalia would be easy for me. 3.68 0.99 4 

Q14 H1.4 I consider that my interaction with Usevalia would be 
clear and understandable. 

3.77 1.11 4 

Q15 H1.4 The steps to follow in the tool before creating an 
audit are intuitive. 

3.54 1.05 4 

Q16 H1.4 In general, I have had no problems using and 
understanding the operation of Usevalia. 

3.45 1.18 4 

Block 2 H1.4 All the questions in Block 2 3.61 
 

0.98 
 

3.75 

Block 3: Attitude of use 
Q17 H1.5 I would use Usevalia if I needed to perform usability 

audits. 
3.54 1.10 3.5 

Q18 H1.5 I would use Usevalia to improve my performance on 
the HCI course. 

3.36 1.04 3.5 

Block 3 H1.5 All the questions in Block 3 3.45 
 

0.96 
 

3.50 

Block 4: Intention to use 

Q19 H1.6 I would recommend Usevalia for usability audits. 3.54 0.96 3.50 
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Table 5. Expert evaluations of the Usevalia and Usability Datalogger tools (Questionnaire 
2). 

Id Expert Questions Usability 
Datalogger Tool 

Usevalia Tool Trace to 
Student 

Questions  
Perceived usefulness E1 E2 E3 E4 E5 E1 E2 E3 E4 E5  
Q1 Using this product 

enables me to 
accomplish tasks 

more quickly. 

2 2 2 2 1 5 4 4 4 5 Q9 

Q2 Using this product 
improves my 

current 
performance. 

1 2 1 1 3 4 4 4 4 4 Q1 

Q3 Using this product 
increases my 
productivity. 

3 2 2 2 3 5 4 4 4 5 Q3 

Q4 Using this product 
makes me more 

effective. 

2 3 3 3 2 4 4 5 5 4 Q3 

Q5 Using this product 
makes it easier to 

do my work. 

4 3 2 3 3 5 4 4 4 5 Q6, Q7, 
Q8, Q10 

Q6 I find this product 
useful. 

3 3 3 4 3 5 5 5 5 5 Q11 

Mean perceived 
usefulness of use 

2.43 4.43  

Perceived ease of use 
Q7 Learning to 

operate this 
product was easy 

for me. 

4 4 4 5 1 5 4 3 4 5 Q13 

Q8 I found it easy to 
get this product to 
do what I wanted 

it to do. 

2 2 2 3 2 4 4 4 4 5 Q12 

Q9 My interaction 
with this product 

was clear and 
understandable. 

4 3 4 4 2 5 4 4 5 4 Q14 

Q10 I found this 
product to be 

flexible to interact 
with. 

2 2 2 1 2 4 4 4 3 4 Q5 

Q11 It was easy for me 
to become skillful 

at using the 
system. 

4 4 4 3 3 4 4 4 3 5 Q16 

Q12 I found the system 
easy to use. 

4 3 4 4 3 5 4 4 4 4 Q15 

Mean perceived ease of 
use 

3.03 4.13  

 

5. RESULTS AND DISCUSSION 
 
In this section, we validate Usevalia, a tool for managing inspection-based usability 
audits (see Figure 12). Firstly, we show and discuss the results of the experiment 
conducted with students enrolled in an HCI course (Section 5.1). Secondly, we report 
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the findings of the task-based usability audit performed by five experts (Section 5.2). 
Finally, we present the threats to validity (Section 5.3), along with attempts carried out 
to mitigate them. 
 

 
Figure 12. Methodology followed for the Usevalia validation 

 
5.1. Conducting an experiment with students enrolled on an HCI course 

 
The questions in Questionnaire 1 have been mapped onto the hypotheses presented in 
Section 4.2, and are used to structure this section. Table 4 shows the means, standard 
deviations, and medians of the students' answers to each question and for each block. 
Table 6 shows the median values of the responses to the student questionnaire per 
question and per block, together with the p-values returned by the Wilcoxon signed-rank 
tests and the one-sample t-test. Figure 13 presents the results of the student 
questionnaire by means of a stacked bar chart. 
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Figure 13. Summary of the participants’ answers to each question  
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5.1.1. H1.1: Usevalia performs sufficiently well for it to be used in a real project 
 

A Wilcoxon signed-rank test showed that there are no statistically significant differences 
(Z = 85.000, p = 0.317) to be able to claim that Usevalia's user management works 
sufficiently well to be used in a real project. Indeed, the median score rating was 3.0 
(Q5). The problem with Q5 could be related to an inadequate assignment of roles and 
responsibilities by the Usevalia administrator during the implementation process. Gavrila 
and Barkley (1998) argue that role assignment helps administrators to maintain 
knowledge of the hierarchies that describe an organization, and hence the users working 
with the information systems. Athauda et al. (2008) state that one of the most common 
errors identified in user management in information systems is the granting of excessive 
permissions to users or groups, since access privilege requirements are often not specified 
for IT administrators. User and role management modules allow routine activities to be 
delegated to certain users with well-defined permission levels and limit access to systems 
to authorized users by applying a Role-Based Access Control (RBAC) approach. 
Usevalia was developed with the Drupal CMS, which includes a module with which to 
manage users and roles, and we are, therefore, of the opinion that the problem identified 
could be solved by reconfiguring the module in such a way that the roles and 
responsibilities among users are correctly defined.  
 

5.1.2. H1.2: Usevalia is better than a spreadsheet application 
 

The students consider that the Usevalia tool provides better functionality than the 
Microsoft Excel spreadsheet processing application when conducting usability audits 
(H1.2). Several studies have shown that most internal auditors perform their activities 
using MS Office Excel, and there are, therefore, indications that it is the most popular 
tool with which to perform data analysis. For example, Tang et al. (2017) concluded that 
most internal auditors use spreadsheet software (Excel), while another piece of research 
conducted by Bănărescu (2015) confirms that most survey participants use spreadsheet 
tools such as Microsoft Excel (65%) or database tools such as MS Access or MS SQL 
Server (43%). The results obtained by Ježovita et al. (2018) are aligned with the previous 
ones: 42% of participants use MS Excel, 36% of them use ACL, 9% use MS Access, and 
only 3% use the specialized internal auditing software IDEA6. Despite this, there are 
limitations associated with the use of Microsoft Excel as a data analysis tool in the 
context of auditing, which make it possible to argue that Usevalia offers better 
functionality when conducting usability audits. The main limitations associated with the 
use of Microsoft Excel are: (1) spreadsheet applications are often not designed for or 
capable of handling large data sets; (2) spreadsheets are prone to errors, especially when 
the auditor needs to clean large data sets that were acquired from multiple sources; (3) 
errors in formulas can negatively impact on the logic of the analysis derived from them; 

 
6 IDEA® Data Analysis Software is a comprehensive, powerful, and easy-to-use data analysis solution designed 
by audit experts. 
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(4) the use of macros and multiple pivot tables may make audits and analysis time-
consuming and complex; and finally, (5) extensive knowledge of programming languages 
is often required in order to, e.g. make use of routine or continuous data analysis 
(Ježovita et al., 2018; Smidt et al., 2019; Soileau et al., 2015). 
 
Table 6. Median values of the answers to the survey together with the P values returned by 
the Wilcoxon Signed Rank test. 

 
5.1.3. H1.3: Usevalia is useful 

 
According to the Wilcoxon signed-rank test carried out for the participants’ answers, 
there is no statistical evidence to support the claim that the tool improves students’ 
performance in the HCI subject (Z =171.000, p = 0.117). The median score rating was 4.0 
(Q1). However, the students had the perception that Usevalia would favor the teaching-
learning process of the HCI (Q2) subject and represents a step forward in conducting 
usability audits (Q3). They also responded that they would conduct future usability audits 
with Usevalia (Q4). With regard to other more specific functionalities of the tool, the web 
categories included appear to be sufficient to represent all the websites/applications (Q6), 
while the different types of predefined tasks associated with the web categories would 
appear to be adequate to represent all the websites/applications (Q7). The types of 

Id MD Sig. 
Statistical analysis per question 

Block 1: Hypothesis 1.1 
Q5 3 (p=0.317) 

Block 1: Hypothesis 1.2 
Q12 4 (p=0.015) 

Block 1: Hypothesis 1.3 
Q1 4 (p=0.117) 
Q2 3 (p=0.008) 
Q3 4 (p=0.006) 
Q4 3.5 (p=0.040) 
Q6 4 (p=0.016) 
Q7 4 (p=0.003) 
Q8 4 (p=0.001) 
Q9 4 (p=0.008) 

Q10 4 (p=0.000) 
Q11 4 (p=0.006) 

Block 2: Hypothesis 1.4 
Q13 4 (p=0.007) 
Q14 4 (p=0.008) 
Q15 4 (P=0.034) 
Q16 4 (p=0.086) 

Block 3: Hypothesis 1.5 
Q17 3.5 (p=0.038) 
Q18 3 (p=0.119) 

Block 4: Hypothesis 1.6 
Q19 3.5 (p=0.018) 

Statistical analysis per block 
Block 1 3.75 (p=0.000) 
Block 2 3.75  (p=0.011) 
Block 3 3.5 (p=0.041) 
Block 4 3.5 (p=0.018) 
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evaluation (Basic, Standard, Task-Based) in the tool cover an auditor’s needs when 
evaluating an audit (Q8). This may justify the fact that the participants agreed that 
Usevalia streamlines the audit evaluation process (Q9), and the reports generated by the 
tool represent an aid for auditors as regards understanding the outcome of a particular 
audit (Q10). Finally, the participants consider Usevalia’s graphs useful, as they provide 
interesting data on the audit (Q11). 
 

5.1.4. H1.4: Usevalia is easy to use and learn 
 
According to the results obtained, six participants (27.7%) indicated that they had 
problems when using and understanding the operation of Usevalia in general (Q16), and 
the null hypothesis related to Q16 cannot, therefore, be rejected (p = 0.086); this result is, 
however, remarkable given that the p-value is close to 0.05. We believe that the problem 
identified in this question may be owing to the students’ insufficient previous interaction 
with the tool before answering the questionnaire, although the instructor had previously 
carried out an activity in which he explained, step by step, how the tool worked in order 
to ensure that the students would know the functionalities that Usevalia had and that this 
aspect would not, therefore, have a subsequent negative influence on the results of the 
questionnaire. However, according to Zanna and Rempel (2008), pre-adoption beliefs 
held by potential users are based principally on indirect experience with technologies and 
are, therefore, susceptible to change. Post-adoption beliefs held by experienced users are 
based mainly on experience. Empirical evidence suggests that beliefs and attitudes 
formed by direct experience are more enduring and better predictors of behavior than 
beliefs/attitudes formed by indirect experience (Fazio et al., 1982; Fazio & Zanna, 1981). 
Direct experience with a technology allows users to assess its effectiveness as regards 
meeting their needs more easily and confidently. In addition, attitudes and beliefs based 
on direct experience are more accessible in memory, resulting in stronger links between 
beliefs/attitudes and behavior. Thus, in the context of this research, we believe that if the 
students had interacted more with the tool, they would not have responded that they had 
problems using and understanding it in general. Despite the contradictory empirical 
results, the theory provides a consistent description of how the experience of using a 
given system moderates the relationship between perceived ease of use and users' 
intention to use it. We believe that the more users gain direct experience with IT, the 
easier they will find the tool to use. It is worth noting that the majority of respondents 
considered that Usevalia was easy to use and learn. 

 
5.1.5. H1.5: The users are willing to continue using Usevalia once they have tried it 

 
A Wilcoxon signed-rank test showed that the median of the respondents' answers as 
regards whether they would use Usevalia to conduct usability audits (MD=3.50) differed 
significantly from the hypothesized central value proposed by the researcher (MD=3.00). 
Indeed, the statistical results obtained were Z= 84.500, p= 0.038, signifying that the null 
hypothesis could be rejected (Q17). 
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The one-sample t-test run to determine the mean of the respondents' answers as 
regards whether they would use Usevalia to improve their performance on the HCI course 
showed that there were significant differences concerning the hypothetical value 
proposed by the researcher, defined as 3.0. The students’ scores were normally 
distributed, as assessed by Shapiro-Wilk's test (p >0.05). The mean student scores (M = 
3.363, SD = 1.048) were higher than the normal score of 3.0, and there was a non-
statistically significant mean difference of 0.363, a confidence interval of 95%, and t (22) 
= 1.627, p = 0.119. We cannot, therefore, reject the null hypothesis (Q18). Based on the 
above results, we have insufficient evidence to conclude that the students that participated 
in the study would continue using the Usevalia tool if they needed to. 
 

5.1.6. H1.6: The users are willing to recommend Usevalia to others 
 
A Wilcoxon signed-rank test showed that the median of the respondents' answers as 
regards whether they would recommend Usevalia for usability audits (MD=3.50) is 
significantly different from the hypothesized central value proposed by the researcher 
(MD=3.00). In this case, the results obtained were statistically significant, with a statistic 
Z= 88.500 and p= 0.018, thus allowing the null hypothesis to be rejected. This makes it 
possible to conclude that students would recommend Usevalia for usability audits (Q19). 

We cannot be sure that the research participants are representative of the software 
development industry, but according to Carver et al. (2003), the results obtained through 
empirical studies with students constitute progress in software engineering. In this case, the 
use of students is considered feasible, as no industrial experience is required to perform the 
tasks. Furthermore, it has not yet been proven that there are real differences between 
students and industry professionals. 
 

5.2. Conducting an expert audit 
 
This section presents the evaluation of the Usevalia and Usability Datalogger tools 
carried out by an expert in usability audits (see Table 5). As stated in Section 3, Usevalia 
does not prescribe any process, and in this case, the expert performed the validation by 
following an audit process based on the USBAM audit method (USaBility Audit Method) 
resulting from other requirements engineering audit methods (Cruz Zapata et al., 2018). 
The expert subsequently answered a questionnaire based on the TAM model in order to 
compare both tools and discover what benefits and deficiencies one has when compared 
to the other. 

The expert validation was carried out using the following process: (1) Context 
analysis: the expert examines the context of the applications to be audited: purpose, 
scope, user profiles, etc.; (2) Definition of tasks and guidelines to assess: the expert 
defines the set of tasks or functionalities of the applications to be audited and creates or 
reuses a catalogue of usability guidelines that will assess these tasks in all the audits; (3) 
Definition and execution of the audit: the expert defines an audit for each app and 
evaluates them using the guidelines established above; (4) Generate audit report: the 
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usability audit expert exports a report in PDF format with the results of the task 
evaluations. 
 

5.2.1. Context analysis 
 
In the first step of the process, the expert analyzed the context of the apps selected for 
audit. He then examined the official website of the two web apps and downloaded the 
two mobile apps via Google Play. This was done in order to extract the features or 
functionalities that would be evaluated later. 

In this step, the expert completed the input fields in the two tools used to perform the 
audit. In the case of Usability Datalogger (see Figure 14), the details required for the 
audit were entered on the Admin worksheet before conducting a study. These details 
include the name of the project, names of the participants, and the dates and times of the 
sessions. Moreover, the date, time of the session, name, role, gender, and age of each 
audit participant were entered in the participants' section of the Admin worksheet. The 
scoring scheme was then defined in order to evaluate the tasks. Users can choose to 
define less than 7 scoring tags, depending on their needs. If they choose to define less 
than 7 scoring tags, they should leave the undefined cells empty in order to avoid 
cluttering the participants' worksheets and charts with unnecessary elements. With 
Usevalia users enter the data associated with the application to be evaluated, such as the 
name of the application, URL, web category to which it belongs, and a short description 
of the tool (see Figure 15). The group of auditors and the scoring scheme to be used in the 
audit are then introduced. In this case, the expert reused a scoring scheme that had 
already been defined in another audit. This feature was considered to have a medium 
priority for audit purposes (see Table 1). 

According to the evaluation carried out when analyzing audit context, Usability 
Datalogger is not very flexible as regards the customized scoring system (score of 2.43 
for perceived usefulness in Table 5), because an auditor has only the default scoring 
scheme available for redefinition. However, Usevalia gives the auditor the option of 
defining several scoring schemes and using them simultaneously in different audits (score 
of 4.43 for perceived usefulness in Table 5). Usability Datalogger provides support for 
multiple auditors, but the audit cannot be performed simultaneously, whereas with 
Usevalia, it can. This is because Usability Datalogger is based on an Excel sheet, the 
assessment must be completed by one auditor, and once completed, the next auditor 
continues until the assessment is finished. In general, Usability Datalogger allows the 
definition of several user roles associated with the auditors, but there is no support in the 
case of managing groups of auditors, as occurs with the Usevalia tool. The expert 
assigned high priority to the role management feature (see Table 1).  
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Figure 14. Admin worksheet containing IKEA application audit data 
 

 
Figure 15. Usevalia graphical interface containing IKEA application data 
 

5.2.2. Definition of tasks and guidelines to assess 
 
The expert employed the above analysis as the basis on which to define the following set 
of tasks to be assessed in each of the applications, together with defining a guideline 
catalog encompassing Jacob Nielsen's 10 usability principles. The tasks defined are 
typical of e-commerce applications (Dzulfikar et al., 2018), and are the following (see 
Figure 16): 
 

• Task 01: Registration 
• Task 02: System access 
• Task 03: Fill in the profile 
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• Task 04: View profile 
• Task 05: View orders  
• Task 06: Add item to basket 
• Task 07: Remove item from basket 
• Task 08: Create a wish list 
• Task 09: Add product to wish list 
• Task 10: Create product subscription 
• Task 11: Change user account 
• Task 12: Log out 
• Task 13: Request user reminder 
 
At this stage, the auditor can create a catalog from scratch or reuse a catalog 

previously defined to evaluate the applications. In this evaluation, a new catalog was 
prepared, which was composed of Jacob Nielsen's 10 heuristic principles. The expert 
considers that Usevalia makes work easier (score of 4.13 for perceived ease of use in 
Table 5) than the Usability Datalogger tool (score of 3.03 for perceived ease of use in 
Table 5), because the former gives the auditor the option to reuse one of the catalogs 
defined in other audits or to import one of his/her catalogs. The expert assigned a medium 
priority to having a template for importing catalogs to be reused in an audit (see Table 1). 
Finally, it is possible to define several user roles associated with the auditors in Usability 
Datalogger, but there is no support that can be used to manage groups of auditors, as 
occurs with Usevalia. 

 

 
Figure 16. Task sheet showing the tasks assessed in the IKEA application. 
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5.2.3. Definition and execution of the audit 

 
In this step, the expert defined an audit in Usevalia, as shown in (see Figure 17). The 
auditor selected Jacob Nielsen's 10 heuristic principles catalog prepared in the previous 
stage. When auditing applications, the expert considered that Usevalia helps to protect 
audits against possible changes to the applications being audited (score of 4.43 for 
perceived usefulness in Table 5), as applications are in a constant cycle of continuous 
improvement as part of the software development process itself. The expert's assessment 
was based on the fact that Usevalia allows auditors to persistently store screenshots that 
help clarify where the problems are when assessing the guidelines. Despite giving the 
auditor the option of commenting on the assessment, Usability Datalogger does not allow 
screenshots to be taken (score of 2.43 for perceived usefulness in Table 5). 
 

 
Figure 17. Usevalia graphical interface on the audit of the IKEA application is defined 
 

5.2.4. Generate audit report 
 
Finally, once the evaluation of the web and mobile applications had been completed, the 
expert generated a report showing the results of the audit. In this case, Usability 
Datalogger does not allow audit reports to be generated automatically, while Usevalia 
allows the generation of a detailed audit report in PDF format (see Figure 18). The expert 
assigned a medium and low priority to the availability of export formats and exporting 
reports adapted to the type of evaluation, respectively (see Table 1). 
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Figure 18. Beginning of the audit report of the IKEA application via Usevalia 
 

5.2.5. Final considerations as regards expert audit 
 
The two most important variables when predicting the development of a technological 
tool using the TAM model are perceived usefulness and perceived ease of use, which 
have a direct relationship with the end-users' intention to use the tool (Davis et al., 1989). 
Several studies (Chau & Hu, 2001; Dutta et al., 2018; Smoker et al., 1988) agree as to the 
positive and significant relationship between the perceived ease of use and perceived 
usefulness. The perceived ease of use affects the perceived usefulness, signifying that if 
users feel the system is easy to use, they will feel that the audit tool is useful. Moreover, 
they will perceive that they are prepared to use the technology. The causal relationship 
between these two variables has been confirmed by previous empirical research 
(Venkatesh & Davis, 1996). 

The results of the evaluation by the usability audit expert (see Table 5) can be 
employed as a basis on which to state that, in general, the expert perceives the Usevalia 
tool to be more useful than the Usability Datalogger spreadsheet. For example, the expert 
thought that Usevalia allowed him to perform the tasks faster (Q1) when compared to 
Usability Datalogger. In the same vein, the expert strongly disagreed that Usability 
Datalogger improved his current performance (Q2), in contrast to his opinion of Usevalia 
(strongly agree), which allowed him to improve his current performance because it has 
the set of functionalities described in the process outlined in Section 4.5. Similar results 
were obtained when asked about the productivity generated when using such an 
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application (Q3), whether these tools make the user more efficient (Q4), and whether the 
tools facilitate the users’ work during an audit process (Q5). On a general level, the 
expert considered that the tools facilitated his work in a usability audit process because 
they have a set of functionalities that contribute to this. However, Usevalia has several 
features that Usability Datalogger does not have, because it was not created with the 
specific objective of being used in audit processes, whereas Usevalia was conceived with 
this objective in mind from its initial development. Finally, the expert considered that 
Usevalia is useful (Q6) because it allowed him to perform an analysis of the audit results 
through the use of various static graphs on the audit. In the case of Usability Datalogger, 
the expert neither agreed nor disagreed as to whether it is useful because he considered 
that he did not have sufficient elements to be able to state this. 

The perceived ease of use can significantly influence users' intention to use a system 
in some specific contexts, such as Using an Online Learning Community for the design of 
courses (Liu et al., 2010). However, in the context of conducting usability audits, an audit 
process support system such as Usevalia would be used by individuals for specific 
purposes, and individuals would, therefore, be primarily concerned with whether or not 
the services offered by the system were useful to improve and simplify the audit process. 
If individuals perceived that, although the system was easy to use, it did not improve their 
auditing activities, their attitude towards the use of Usevalia would not improve in any 
way. 

With regard to perceived ease of use (see Table 5), the expert's evaluations indicated 
that both tools were easy to learn to use (Q7). This is because the expert has extensive 
experience in handling TIC. Another aspect rated in the questionnaire concerned whether 
it was easy to get the tools to do what he needed them to do (Q8). On this occasion, the 
expert disagreed that it was easy to get Usability Datalogger to do what he needed 
because it was developed with certain functionalities, and the user who needs it must 
adapt to what the tool offers. However, he agreed that it was easy to get Usevalia to do 
what he needed because its functionalities are typical of a usability audit process. The 
expert agreed and strongly agreed that his interaction with both tools was clear and 
understandable (Q9). With regard to whether the tools were flexible (Q10), the expert did 
not agree that Usability Datalogger was flexible, whereas Usevalia was. Finally, the 
expert indicated that he found it easy to become proficient in the use of the systems 
(Q11), and his perception was, therefore, that both tools are easy to use (Q12). 
 

5.3. Threats to validity  
 
The threats to the validity of the study are discussed in this section, along with the attempts 
made to mitigate them. 
 

5.3.1. Construct and internal validity 
 
In this case, construct validity refers to the extent to which the items selected for the 
questionnaires align with the underlying constructs that the questionnaires were designed 
to assess (Sauro & Lewis, 2016). The inadequate measurement of the quality aspects of 
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the Usevalia tool could have been a threat to construct validity. In order to mitigate this 
threat, we adapted an existing reliable test instrument: the TAM model. In addition, 
several iterative reviews of the content of the questionnaire were carried out by three 
authors, who are researchers in the field of usability engineering. This, therefore, allowed 
the appropriateness of the questions for the evaluation goals to be validated. The resulting 
questionnaire was used to obtain the students' perception of the Usevalia tool. 

During the selection process, the students who filled in Questionnaire 1 received prior 
preparation on the Usevalia tool, thus counteracting the internal threat to validity that 
may be caused by the effect of the confounding variable related to prior knowledge and 
experience in this topic.  
 

5.3.2. External validity 
 
External validity may also be threatened when experiments are conducted with students; 
if professionals on usability engineering had been involved in the validation, the 
representativeness of the participants might have been improved. Nevertheless, controlled 
experiments provide insight into issues and problems that can later be considered in 
industrial case studies (Arisholm et al., 2006). As suggested by Carver et al. (2003), the 
results obtained through empirical studies conducted with students have relevance in the 
software engineering process (Salman et al., 2015). 

The small sample size for the evaluation of Usevalia (n=22 students) reduces the 
statistical generalizability of the results. However, the consistent positive evaluation of 
the students participating in the study gives confidence that the method is understandable. 
 

5.3.3. Conclusion validity 
 
As stated previously, the sample size (n = 22 students) is too small to be able to produce 
acceptable statistical power. It is not, therefore, advisable to consider the results obtained 
as definitive, and it would be advisable to continue this study with a more representative 
sample. However, the consistently positive evaluation provided by the students who 
participated in the study gives confidence that the usability audit process based on 
heuristic evaluation is understandable. The fact that the validation was carried out by the 
first author of the paper constitutes a risk to validity. In order to mitigate this, the study 
and validation were carried out using a rigorous process and published with a high level 
of detail to allow the process to be reproducible. 

6. CONCLUSIONS AND FURTHER WORK 

This paper presents Usevalia, a web-based tool with which to support usability audits 
based on heuristics evaluation. The innovative aspect of Usevalia in comparison to other 
tools that support heuristic evaluation is that it allows the management of multi-user 
usability audits that customize both the heuristic dataset and the scoring scheme to be 
used during evaluation. Usevalia also supports three types of evaluation (basic, standard, 
task-based) and allows the generation of audit reports adapted to each type of evaluation.  
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Usevalia eases auditors’ work during the evaluation of a usability audit, along with 
the analysis and compilation of results for the generation of a final report. Time is 
drastically reduced, since most of the steps have been automated, such as the creation of 
reports or the calculation of audit results. 

In the future, the tool could provide a wider variety of audit reports, e.g. filtering a 
checklist report with the guidelines that have not been fulfilled or those that contain 
suggestions for improvement. Moreover, the management of the heuristic dataset directly 
from Usevalia would make the process of guideline definition easier, especially for users 
who do not usually work with CSV files. Another improvement concerns the format of 
the guideline catalogs and consists of the possibility of migrating to ReqIF (Requirements 
Interchange Format) (Object Management Group, 2016), which is basically an XML 
format used for requirements interchange that could be adopted in Usevalia. 

Finally, a major future research topic is the integration of agile software development 
principles into a rigorous, inspection-based usability audit process enabled by automated 
support. Non-functional issues, and in particular, usability concerns are often neglected in 
agile or lean methods (Fitzgerald & Stol, 2017), and usability is not, therefore, something 
that can be taken for granted when applying agile in software projects (Salah et al., 2014; 
Silva da Silva et al., 2012). Reconciling agility and usability, which are often seen as 
opposing concerns, requires the definition of a new continuous audit usability process, 
sprint by sprint. As long as the time for audits is limited within each sprint, a kind of 
estimation and priorization algorithm could indicate the guidelines that might be audited 
in the current sprint. This process should be enabled by new automated support that could 
be an evolution of Usevalia. 
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