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a b s t r a c t

Nowadays, air pollution forecasting modeling is vital to achieve an increase in air quality, allowing an
improvement of ecosystems and human health. It is important to consider the spatial characteristics
of the data, as they allow us to infer predictions in those areas for which no information is available.
In the current literature, there are a large number of proposals for spatio-temporal air pollution
forecasting. In this paper we propose a novel spatio-temporal approach based on multi-objective
evolutionary algorithms for the identification of multiple non-dominated linear regression models
and their combination in an ensemble learning model for air pollution forecasting. The ability of
multi-objective evolutionary algorithms to find a Pareto front of solutions is used to build multiple
forecast models geographically distributed in the area of interest. The proposed method has been
applied for one-week NO2 prediction in southeastern Spain and has obtained promising results in
statistical comparison with other approaches such as the union of datasets or the interpolation of the
predictions for each monitoring station. The validity of the proposed spatio-temporal approach is thus
demonstrated, opening up a new field in air pollution engineering.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Although emissions of harmful substances into the atmo-
phere have been reduced in recent decades [1], globalization,
he burning of fossil fuels and the increase in the number of
ndustries, among others, are some of the main reasons why air
uality is failing to improve. The conditions of indoor and outdoor
ir can be determined by the concentrations of chemicals present
n it. High levels of certain compounds such as nitrogen oxides
NOX ), sulfur dioxide (SO2), ozone (O3), particulate matter (PM),
arbon monoxide (CO) and carbon dioxide (CO2) are particularly
azardous. These gases can be emitted into the atmosphere both
aturally, e.g. volcanic eruptions, forest fires or microbial decay-
ng processes, and anthropogenically, e.g. combustion engines,
ndustrial processes, agricultural activities or farming. In addition,
ther factors such as noise, light or radiation are also considered
ollutants and reduce or contribute to reducing air quality. All
f these contaminants are harmful to both human health and
cosystems. Some symptoms that can be caused due to the emis-
ion of toxic gases are irritation of the respiratory tract, skin and
yes, coughing, asthma, breathing difficulties or an increased risk
f suffering a heart attack. Furthermore, prolonged exposure to
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ttps://doi.org/10.1016/j.future.2022.05.020
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c-nd/4.0/).
these compounds can lead to the development of certain types of
cancer or damage to the respiratory or immune systems. Children
and the elderly are particularly sensitive to these compounds
[2,3]. According to a 2019 report [4], 8.8 million deaths worldwide
are caused by indoor and outdoor air pollution, of which 5.5
million deaths are prematurely and come from anthropogenic
sources. The World Health Organization [5] estimates that the
deaths from all sources of air pollution were around 7 million
in 2016, 4.2 million corresponded to outdoor air pollution. In
ecosystems, they can cause acid rain, eutrophication or accelerate
climate change due to the greenhouse effect. For all these reasons,
air pollution engineering is vital to improving both human and
ecosystem health. Air pollution engineering can be divided into
two phases [6], on the one hand, control, and on the other hand,
engineering. Air quality control is a preventive step and includes
those techniques for monitoring and preventing air pollution
emissions. Air quality engineering focuses on large-scale, multi-
source control strategies, with special emphasis on the physics
and chemistry of pollutant interactions in the atmosphere.

This paper focuses on computational modeling for air qual-
ity multivariate space–time series forecasting with the aim of
preventing and alerting the population and supporting decision
making by public authorities. We propose a multi-objective op-
timization based approach in which multiple linear regression
(LR) [7] models are identified (forming a Pareto front) and a
stacking regression based ensemble learning model is finally built
with them. The multi-objective optimization problem has been
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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olved in this paper with multi-objective evolutionary algorithms
MOEAs) [8] and its purpose is to optimize the root mean squared
rror (RMSE) of multiple LR models built from the data from
ultiple monitoring stations located in different places of the
eography under study. MOEAs are powerful multi-objective op-
imization techniques that have been widely applied in differ-
nt fields of engineering such as design [9], mechanical [10],
eronautical and aerospace [11], biomedical [12], chemical [13],
uclear [14], electrical [15], kansei [16], and many others. Evolu-

tionary algorithms (EA) [17] have also been applied to air quality
optimization [18] and air pollution prediction [19,20].

We have statistically compared different regression algorithms
to build the final ensemble learning model from the LR mod-
els found by the MOEA. We have compared the multi-objective
optimization based spatio-temporal approach with two other
spatio-temporal approaches. The first approach is based on the
simple union of the datasets obtained from the different monitor-
ing stations to build a single forecast model. The second approach,
most used in the literature, is based on the interpolation of the
predictions of the models built separately for each monitoring
station. We have compared different regression algorithms also
in these cases. In all three approaches, the spatio-temporal char-
acteristics of the data are considered. The data on which the
experiments have been performed contain air quality information
from four monitoring stations (La Aljorra, Alcantarilla, Lorca and
Valle de Escombreras) located within the Region of Murcia, Spain.
The data has been taken daily for four years, between 2017 and
2020. Predictions have been made for 7-steps ahead, i.e. one week
in advance. In this paper, the concentrations to be predicted will
be nitrogen dioxide (NO2).

The most important contributions of the research are listed
below:

• We propose a multi-objective optimization based spatio-
temporal approach combined with ensemble learning for
air pollution forecasting. Simultaneous minimization of the
RMSE of LR models for data observed over time at multiple
monitoring stations located at different geographic points
produces a Pareto front of multiple regression models uni-
formly distributed over the forecast area, which facilitates
a better approximation to the spatio-temporal forecasting
problem. These LR models must be properly assembled to
make future predictions in any geographical location, for
which we have proposed a stacking based ensemble learning
method. This approach has not been used previously in the
literature, therefore it is a completely novel method.

• We propose the specific components of the MOEA (rep-
resentation of individuals and fitness function) for solving
the proposed multi-objective optimization problem. Differ-
ent base algorithms for multi-objective optimization are
statistically compared.

• We have statistically compared different meta-learners to
build the final stacking based ensemble learning model from
the non-dominated LR models obtained with the MOEA.

• Our multi-objective optimization based spatio-temporal ap-
proach has been compared with two other spatio-temporal
approaches based on the union of data from the different
monitoring stations and on the interpolation of the predic-
tions, respectively, using different regression algorithms to
build the forecast model.

• For comparisons, a multi-criteria decision metric that co-
mbines different performance metrics and h-steps ahead
predictions of NO2 is also proposed.

• This is the first time that a study for the prediction of
NO2 in the Region of Murcia has been carried out based on
spatio-temporal techniques.
16
With this background, the paper has been organized as
follows: Section 2 describes some basic aspects of continuous
multi-objective optimization and presents works related to spa-
tio-temporal forecasting of air pollution published in the last
four years; Section 3 formally defines the proposed approaches
and methods for air quality prediction; Section 4 describes the
experiments performed and their outcomes; Section 5 analyzes
the obtained results; Section 6 reviews the threat to the validity
of our study; Section 7 draws the main conclusions of this paper
and future works.

2. Background

2.1. Continuous multi-objective optimization

A continuous multi-objective optimization problem can be math-
ematically formulated as follows:

Min./Max. fk (x) , k = 1, . . . , n (1)

where fk (x) are objective functions, x = {x1, x2, . . . , xw} repre-
ents the set of decision variables, with xi ∈ [li, ui] ⊂ R, where
li, ui] is the domain of the variable xi, i = 1, . . . , w. Let F =

x ∈ [li, ui]
w
} be the search space of the problem (1). We want

o find a subset of solutions S ⊆ F called non-dominated set (or
areto optimal set). A solution x ∈ F is non-dominated if there
s no other solution x′

∈ F that dominates x, and a solution x′

ominates x if and only if there exists k (1 ≤ k ≤ n) such that
k
(
x′

)
improves fk (x), and for every k (1 ≤ k ≤ n), fk (x) does

ot improve fk
(
x′

)
. In other words, x′ dominates x if and only if

′ is better than x for at least one objective, and not worse than x
or any other objective. For minimization problems, the set S of
on-dominated solutions of (1) can be formally defined as:

=
{
x ∈ F | ̸ ∃ x′

∈ F | D
(
x′, x

)}
here:(
x′, x

)
≡ ∃k, 1 ≤ k ≤ n, fk

(
x′

)
< fk (x) ∧ ∀k,

1 ≤ k ≤ n, fi
(
x′

)
≤ fi (x)

Solving the multi-objective optimization problem consists of
inding or approximating all or a representative set of Pareto
ptimal solutions [21,22].

.2. Spatio-temporal air pollution forecasting related works

This section presents relevant works published in the last
years in the field of spatio temporal forecasting prediction for
ir pollution or air quality.
Seng et al. [23] propose a multi-output and multi-index of su-

ervised learning (MMSL) model based on long short-term memory
LSTM) for predicting concentrations of PM2.5, SO2, NO2, O3 and
O in the next hours. This will enable the prevention of air pol-
ution, thus improving government decision-making and people’s
ealth. Hourly data from four different stations located in Beijing
etween 2016 and 2017 have been used to obtain both local and
lobal air quality values. Mean absolute error (MAE), RMSE and
earson’s correlation coefficient (R2) metrics have been used to
easure the performance of the models. MMSL predictions were
ompared with other machine learning (ML) and deep learning
DL) techniques.

Lu and Liu [24] develop a weighted-averaged forecasting
ethod. The technique takes into consideration the temporal
haracteristics for the 48-hour PM2.5 forecast along with the spa-
ial characteristics to obtain improved predictions. The data were
aken between 2017 and 2018 at stations located at different
pots in Taipei. The described method has obtained better RMSE
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nd MAE values than other air quality prediction methods with
hich comparisons have been made.
Bui et al. [25] apply a method called STAR based on a multi-

odal fusion for spatio-temporal prediction of PM2.5 and PM10.
TAR has an encoder in charge of transforming the data into heat
aps for the analysis and capture of their spatial properties. This
raphical representation is combined with the temporal features,
hich are fed into an LSTM. The decoder part is composed of
convolutional neural network (CNN)-LSTM model in charge of
enerating heat maps with the predictions made. A dataset with
ourly data taken during 5 years in Seoul has been used for the
xperimentation while a dataset with data taken during one year
n China has been used for the evaluation of the model. This
ethod has been able to reduce the MAE compared to baselines.
Huang et al. [26] use a spatio-attention embedded recurrent neu-

al network called SpAttRNN for air quality index prediction. This
odel is able to learn both spatial and temporal dependencies.
or this purpose, they have developed a spatio-attention graph
ell-based LSTM to capture the relationships between stations.
his new cell is combined with an LSTM to extract the spatial
nd temporal correlations from the data to make predictions.
wo datasets with Beijing air quality data from different stations,
etween 2014 and 2015 and 2017 and 2018, have been used to
est the performance of the model. SpAttRNN has been compared
ith other methods by improving them in terms of RMSE, MAE
nd symmetric MAPE.
Le et al. [27] deal with the spatial and temporal characteristics

f the data to predict air quality with a Convolutional LSTM. The
odel has as input 2D air pollution images and other factors such
s traffic volume. The dataset used for the experiments contains
ata taken between 2015 and 2017. The Convolutional LSTM has
een compared with other baselines in terms of RMSE with good
esults.

Zou et al. [28] propose an LSTM with a spatiotemporal atten-
ion mechanism for air quality prediction based on an encoder–
ecoder architecture. The encoder is responsible for assigning
eights to different regions according to their importance on
he area over which the predictions are made. The decoder is
ble to obtain the temporal correlation between the future and
istorical values. The data used to verify the model are from
arious stations in Beijing taken hourly during 2018. The RMSE
f the proposed method performs better than other air quality
rediction methods.
Zhang et al. [29] define an LSTM with a graph attention mech-

nism in order to predict air quality. The LSTM determines the
emporal correlation of historical data. The graph attention mech-
nism has an encoder–decoder architecture for spatial correlation
f monitoring stations. Each node uses the attention mechanism
o collect similarity information from the feature vectors of its
eighbors and uses this information to update its feature vector.
he dataset used contains information from several Beijing sta-
ions with data taken hourly for one year. This model can be used
ith transfer learning to make predictions for cities for which

nsufficient data is available.
Lin et al. [30] use geo-context based diffusion convolutional

ecurrent neural network (GC-DCRNN) for the prediction of PM2.5.
o take into consideration the spatial component, graphs are
sed to determine the spatial correlation between stations. On
he other hand, GRU is applied for the analysis of the temporal
ependencies of the data. In addition, a Sequence to Sequence ar-
hitecture is adopted for multi-step ahead forecasting. GC-DCRNN
as been evaluated with two datasets, one from Los Angeles and
ne from Beijing. Compared to other models GC-DCRNN obtains
etter values in terms of MAE.
Chae et al. [31] propose a model based on interpolation and
NN for real-time prediction of PM2.5 and PM10 concentrations.

17
Interpolation allows obtaining air quality predictions in areas that
do not have a monitoring station. The dataset used contains data
from different stations in South Korea taken between 2018 and
2019. The resulting model obtains good values of both RMSE
and R2 and is able to classify high concentration events of the
chemical compounds.

Samal et al. [32] present a model based on CNN, bidirectional
LSTM and an Inverse Distance Weighting interpolation called CNN-
BILSTM-IDW for the prediction of PM10. The model uses past data
for the prediction of the spatial distribution of the air pollution
level. This model has been used in mobile and web applications
for visualization of future values of PM10. The dataset used to train
the model contains air quality data for Odisha (India) between
2005 and 2015 from different stations.

Le [33] proposes a graph-based and a RNN-based model called
Spatiotemporal GCRNNN that allows the representation of the
spatial characteristics of the air. For this purpose, the moni-
toring stations are depicted as a weighted graph. Each graph
has been observed at an instant in time. With these spatial
and temporal features, predictions are then made. The dataset
contains spatiotemporal data for Seoul (Korea) taken between
2015 and 2019. The error metrics used were RMSE, R2 and a
new metric that takes into account the spatiotemporal com-
ponent of the predictions called spRMSE. Compared to other
spatiotemporal prediction models, GCRNN performs better than
other spatiotemporal prediction models.

Saez and Barceló [34] predict air quality in Catalonia (Spain)
through a hierarchical Bayesian spatiotemporal model at a low
computational cost. The dataset contains hourly data of com-
pound concentrations from diverse monitoring stations between
2011 and 2020. The error metrics to determine the performance
have been mean absolute percentage error (MAPE) and RMSE. Ex-
cept for PM2.5 the model was able to improve spatial predictions.

Zhang [35] provides two models that consider spatial and
temporal correlations for air quality prediction. On the one hand,
the Spatio-temporal Orthogonal Cube model identifies the spatial
and temporal components and links them together to gener-
ate a prediction framework. On the other hand, Spatio-temporal
Dynamic Advection model that learns the spatial and temporal
characteristics. Real data have been used to validate the proposed
approaches, which improve on other existing methods.

Zhao et al. [36] propose Relevance Data Cube (RDC) a 3D struc-
ture based on clustering, time sliding windows and correlation
to measure air quality. In addition, a spatio-temporal model is
created with RDC to predict air quality based on CNN for the
spatial component and LSTM for the temporal component. The
proposed model has been used for the prediction of PM2.5 con-
centration in the air. The dataset contains air quality data from
various monitoring stations in Beijing and Tianjin during 2014
and 2015. The proposed model has been compared in terms of R2,
MAE, RMSE and MAPE with other ML and DL techniques obtaining
the best results.

Deb and Tsay [37] use a spatio-temporal model that averages
the values of spatial and temporal characteristics for air pollution
data. The dataset used contains information on hourly concen-
trations of PM2.5 collected at various monitoring stations across
Taiwan between 2006 and 2015. The model is able to obtain
consistent results and make accurate pollution predictions.

Lin et al. [38] propose an architecture based on GRU for the
development of five models for the prediction of PM2.5 taking
into account spatial and temporal factors. In order to integrate the
predictive models built, an ensemble learning forecasting meta-
model based on multiple LR is also introduced. The data, taken
between 2013 and 2018, are from 67 monitoring stations located
in different areas of Taiwan. RMSE, MAE and absolute percent
error less than 3% have been used to evaluate the proposed
methods. For all three metrics, better results have been obtained

compared to other ensemble learning models.
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.3. Conclusions of related works

As shown above, most of the recent work focuses on air
uality prediction based on spatio-temporal characteristics using
L algorithms, especially LSTM. The spatial component in several
apers is modeled from graphs, while the temporal component is
mplicit in the input data, as they are time series. Spatio-temporal
ttention mechanisms, interpolation techniques and ensemble
earning have also been used in the literature. Most of these air
uality studies have been conducted in Beijing and other parts of
sia. Additionally, the compound to be predicted in most cases is
M2.5. To the best of our knowledge, there are no multi-objective
volutionary spatio-temporal prediction methods for air pollution
r quality forecasting. Then, we propose a novel spatio-temporal
pproach based on multi-objective evolutionary algorithms for
he identification of multiple non-dominated LR models and their
ubsequent combination in an ensemble learning model. The
patial component is included in the input data of the models.
nlike most of the works seen previously the compound to be
redicted is NO2 and the data have been collected within the
egion of Murcia, Spain. The main reason for focusing our work
n NO2 is that Murcia is among the cities with the highest
O2 levels [39]. Although Murcia city has achieved the highest
eduction of NO2 levels in the last year, the NO2 levels remain
igh (4th highest), considering OMS recommendations (10 mi-
rograms/m3). This situation leads to a normative change which,
mong other measures, obliges cities over 50.000 habitants to
stablish low emission areas. At the regional level, the presence
f heavy industries, such as Escombreras Oil Refinery1 and SABIC

petrochemical2 and the massive use of nitrogen fertilizers, makes
pollution due to nitrogen oxides the subject of special monitoring.

3. A multi-objective optimization based spatio-temporal ap-
proach for air pollution forecasting

In this section we describe the proposed spatio-temporal ap-
proach to air pollution forecasting. Let Dk = {dk

1, . . . , d
k
rk} (k =

1 . . . , n) be normalized datasets with rk instances. Each instance
dk
t = {dk1t , . . . , dkwt , okt }, t = 1, . . . , rk, has w input attributes (after

of sliding window transformation), and one output attribute okt ∈

[0, 1]. Each Dk dataset has been obtained with observations at the
air quality monitoring station Ek, k = 1, . . . , n, which contain
information on air quality and geographic coordinates (latitude
and longitude) of the monitoring station.

The general scheme of this approach is shown graphically in
Fig. 1. In this approach, a multi-objective optimization problem
is defined where each objective consists of minimizing the RMSE
of a LR model learned with the data from a monitoring station.
Therefore, there are as many objectives as there are monitor-
ing stations. Since the problem is a multi-objective optimization
problem as in (1), the solution consists of a Pareto front formed
by multiple LR models that allow making predictions in geo-
graphically distributed locations among the different monitoring
stations, including the locations of the monitoring stations them-
selves. Once the Pareto front of the optimization problem has
been identified, an ensemble learning model is built to combine
the prediction models that form it. In the following subsections,
the multi-objective optimization problem proposed in this paper
for spatio-temporal forecasting is formulated mathematically, the
mechanism used to combine the multiple LR models that form
the Pareto front is described, and finally the main components of
an MOEA to solve the multi-objective optimization problem are
shown.

1 https://cartagena.repsol.es/
2 https://cartagena.sabic.com/es
 p

18
3.1. Multi-objective optimization problem formulation

We define the following multi-objective optimization prob-
lem:

Minimize FDk (p) k = 1, . . . , n (2)

where p = {p0, p1, . . . , pw} is the set of decision variables, with
pi ∈ [l, u] ⊂ R, i = 0, . . . , w. The vector p represents the
parameter set that defines a LR model as follows:

ŷ(x) = p0 +

w∑
i=1

pixi (3)

The vector x = (x1, . . . , xw) represents an input data with w
attributes. The function FDk (p) is the RMSE of the LR model ŷ(x)
which is defined by the parameter set p:

FDk (p) =

√∑rk
t=1

(
ŷ
(
(dk1t , . . . , dkwt )

)
− okt

)2
rk

(4)

The optimization problem (2) is an instance3 of optimization
problem (1), so the solution consists of a Pareto optimal set.
In this paper, we will use meta-heuristic methods, specifically
MOEAs, to find an approximation S ′

= {s1, . . . , sm} of the true
Pareto front S. Each non-dominated solution sj, j = 1, . . . ,m,
represents an LR model.

3.2. Building the ensemble learning model

An ensemble [40] consists of the union of two or more base
models to improve the predictions that each individual model
would make, achieving a better generalization and robustness
that a single model will reach. Some of the most common types
of ensemble are bagging [41], boosting [42], or stacking [43].
However, not all ensemble learning methods can be applied in
the context of our methodology. The bagging method is based
on the random sampling of the dataset and therefore it is not
applicable to assemble the LR models obtained with the MOEA.
With the boosting method, each model tries to correct the errors
of the previous models, so it is also not applicable in the space-
temporal forecasting context of our methodology. Then, we use
the stacking technique to combine the models and thus create
the ensemble. Stacking method uses a meta-learner to combine
the multiple predictions made by different base models trained
with learning algorithms. The meta-learner is usually a regression
model since it is a simple model that allows a better interpreta-
tion of the predictions made. However, any learning algorithm
can be used for meta-learner training. The following process is
performed to build the ensemble learning model with the set of
LR models S ′

= {s1, . . . , sm}:

1. Evaluate each input data (dk1t , . . . , dkwt ), t = 1, . . . , rk, k =

1, . . . , n (a total of r =
∑n

k=1 rk instances) in each LR model
sj, j = 1, . . . ,m:

ŷsj
(
(dk1t , . . . , dkwt )

)
= pj0+

w∑
i=1

pjid
ki
t , j=1, . . . ,m, t=1, . . . , rk, k=1, . . . , n

(5)

2. Build a dataset D with the evaluations of (5) and the cor-
responding observations okt , t = 1, . . . , rk, k = 1, . . . , n as
shown in Fig. 2.

3. Finally, a prediction model is built using the dataset D as
training data and some learning algorithm for regression.

3 Note that the names of the variables in the optimization problem (2) have
een conveniently modified with respect to the names used in the optimization
roblem (1) for an adaptation to the context of LR.

https://cartagena.repsol.es/
https://cartagena.sabic.com/es
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(

Fig. 1. Multi-objective optimization based spatio-temporal approach.
Fig. 2. Dataset D for stacking based ensemble learning.
I

3.3. Multi-step forecasting process

Once the ensemble learning model has been built, the pro-
cess for the h-steps ahead prediction of a new input data x =

x1, . . . , xw) requires the following steps:

1. Transform the input data x (with w air quality attributes)
to a data x′ with ensemble format (with m attributes cor-
responding to the evaluation of x in the m LR models of the
ensemble):

x = (x1, . . . , xw) → x′
= (ŷs1 (x), . . . , ŷsm (x)) (6)

where:

ŷsj (x) = pj0 +

w∑
i=1

pjixi (7)

2. Perform multi-step forecasting. This task consists of pre-
dicting the next h values of the output time series, where
h > 1 denotes the forecasting horizon. We use the recursive
strategy [44] to perform multi-step forecasting. The recur-
sive strategy trains first a one-step model (in our case, the
ensemble learning model) and then uses it recursively for
returning a multi-step prediction.
19
3.4. A multi-objective evolutionary algorithm for spatio-temporal air
quality forecasting

In this paper, we propose the use of MOEAs to solve the multi-
objective optimization problem (2). MOEAs are meta-heuristics
inspired by Darwin’s mechanisms of natural selection, crossover,
and mutation. MOEAs facilitate the optimization of complex op-
timization problems with several objective functions that may
conflict with each other. The use of MOEAs as search methods
allows, starting from an initial population, to converge to a set
of diverse solutions as close as possible to the Pareto front. The
components of the proposed MOEA are as follows:

Representation. We use floating-point chromosome representation
of length w+1 for the individuals in the population. Therefore, an
individual I is represented by a vector of real number as follows:

= {pI0, . . . , p
I
w}

where pIi ∈ [−1, 1], i = 0, . . . , w, represent the coefficients of a
LR model including the term independent term.

Initial population. The coefficients of the individuals in the pop-
ulation are randomly generated in the interval [−1,1] with a
uniform distribution.

Fitness functions. The fitness functions for an individual I of the
population correspond to the functions FDk (I), k = 1, . . . , n,
defined in (2), where F is the RMSE, the individual I represents
the vector of coefficients of an LR model, and Dk is the dataset of
the monitoring station E , k = 1, . . . , n.
k
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ariation operators. We use the variation operators simulated bi-
ary crossover [45] and polynomial mutation [46]. These operators
re set by default in the Platypus platform4 for MOEAs with
loating-point representation.

echanisms of selection, sampling and generational replacement.
hese three mechanisms are specific to the particular MOEA used
or multi-objective optimization. Concretely, we have selected
or the experiments the non-dominated sorting genetic algorithm
II (NSGA-II [47]), the multi-objective evolutionary algorithm based
on decomposition (MOEA/D [48]) and the strength Pareto evolu-
tionary algorithm 2 (SPEA2 [49]). These MOEAs are three of the
most popular algorithms used in the literature for multi-objective
optimization.

4. Experiments and results

In this section, we show the experiments carried out and the
results. Section 4.1 describes the air quality datasets used in the
experiments and their preprocessing. In the first set of experi-
ments, described in Section 4.2, different MOEAs are statistically
compared. For the best MOEA, the results of the hypervolume
evolution are shown, as well as the Pareto front found for a multi-
objective optimization problem with three monitoring stations
in south-eastern Spain. Section 4.3 describes the second set of
experiments, in which the effectiveness of the multi-objective
optimization based spatio-temporal approach is tested by com-
paring it with a simple approach consisting only in the union
of the datasets from the different monitoring stations into a
single dataset on which to apply some regression algorithm.
Finally, in the third set of experiments, the multi-objective op-
timization based spatio-temporal approach is compared with an
interpolation-based spatio-temporal approach.

4.1. Air quality databases

Data are extracted from the Autonomous Community of the
Region of Murcia5 (Spain), which provides information on air
quality in the Region of Murcia thanks to Consejería de Agua,
Agricultura, Ganadería, Pesca y Medio Ambiente. The data collected
comes from four different monitoring stations located in the
Region of Murcia. These stations are located in the towns of
La Aljorra (longitude −1.06588, latitude 37.692500), Alcantar-
illa (longitude −1.232139, latitude 37.974500), Lorca (longitude
0.926556, latitude 37.687833) and Valle de Escombreras (lon-
itude −1.702778, latitude 37.574444), as shown in Fig. 3. The
ata have been measured daily between 2017 and 2020, there-
ore each dataset has 1461 instances. Initially, the datasets had
9 attributes: Date, Latitude, Longitude, NO, NO2, SO2, O3, TMP

(temperature), HR (relative humidity), NOX , DD (wind direction),
PRB (atmospheric pressure), RS (solar radiation), VV (wind speed),
C6H6, C7H8, XIL, PM10, Noise.

For the initial preprocessing, all attributes with more than
25% missing values were first removed from all datasets. These
attributes were: C6H6, C7H8, XIL, HR, PRB and Noise. Date attribute
has also been removed as it is a string that does not provide
relevant information to the problem. Table 1 shows a summary
of the final attributes for La Aljorra dataset. Linear interpolation
has been applied to deal with the remaining missing values.

For each dataset, a lagged transformation of the input vari-
ables6 has to be done with sliding window method [50] in order

4 https://platypus.readthedocs.io/en/latest/
5 https://sinqlair.carm.es/calidadaire/redvigilancia/redvigilancia.aspx
6 Note that the lagged transformation has not been applied to ϕ and λ since

hey are not temporal attributes.
20
Fig. 3. Map with the localization of the monitoring stations.

Table 1
Summary of attributes of the La Aljorra dataset.
Attribute Count Mean Std Min Max

Latitude (ϕ) 1461 37.69250 0.00 37.69250 37.69250
Longitude (λ) 1461 −1.06588 0.00 −1.06588 −1.06588
NO 1272 4.38 2.43 1.00 31.00
NO2 1272 14.64 8.19 2.00 58.00
SO2 1299 9.21 3.45 2.00 23.00
O3 1403 57.94 15.25 19.00 112.00
TMP 1409 19.59 5.74 4.00 32.00
NOX 1272 21.21 11.20 3.00 104.00
DD 1409 192.11 104.45 0.00 360.00
RS 1409 182.32 82.74 13.00 338.00
VV 1409 1.22 0.43 1.00 3.00
PM10 1381 26.27 12.98 5.00 168.00

Table 2
Summary of the results of the MOEAs, 10,000 evaluations, 30 runs.
Algorithm Best Worse Average SD

NSGA-II 0.35393 0.22136 0.30934 0.03169
MOEA/D 0.33819 0.17268 0.26805 0.04673
SPEA2 0.25006 0.14090 0.19320 0.02874

to remove time dependencies in the data. A window size of 7
has been selected, representing one week forecast. The rows with
missing values resulting from the sliding window transforma-
tion have been removed. Therefore, each transformed dataset
have 1454 rows and 73 columns. Finally, the datasets have been
normalized and split into 70% for training and 30% for testing,
preserving the order of the instances.

4.2. Comparison of multi-objective evolutionary algorithms

We have compared the NSGA-II, MOEA/D and SPEA2 algo-
rithms to check which of them performs better in a 3-objective
optimization problem with training data (70%) from Lorca, Alcan-
tarilla and Valle de Escombreras monitoring stations. These three
MOEAs were run with population size of 100, 100 generations
(10,000 evaluations of the objective function in total), 30 runs,
a crossover probability of 1.0 and a mutation probability of 1.0.
Hypervolume indicator [51] is used to make the comparisons. For
the calculation of the hypervolume, the minimum and maximum
of each objective function have been set to 0 and 1, respectively,
since the data are normalized. We have performed a Mann–
Whitney U statistical test to make a win–loss ranking of the
algorithms and select the best one. Table 2 shows the best, worst,
mean hypervolume and standard deviation of each MOEA, and
Table 3 shows the number of times that each MOEA has been bet-
ter with a statistically significant difference than another MOEA
(win), the number of times that it has been worse (loss) and the
difference (win – loss), ordered from greater to lesser difference.

https://platypus.readthedocs.io/en/latest/
https://sinqlair.carm.es/calidadaire/redvigilancia/redvigilancia.aspx
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Table 3
Ranking of the MOEAs with 100,00 evaluations and 30 runs sorted
from best to worse.
MOEA Win Loss Win – Loss

NSGA-II 2 0 2
MOEA/D 1 1 0
SPEA2 0 2 −2

Fig. 4. Hypervolume evolution with NSGA-II, 10 million evaluations.

Once NSGA-II has been identified as the best MOEA, it has been
un through 10 million evaluations and crossover or mutation
robabilities of 1.0 to find the final solution. Fig. 4 shows the
volution of the hypervolume over the number of evaluations,
nd Fig. 5 shows the Pareto front obtained, visualized both in 3D
nd in 2D for each pair of objectives.

.3. Testing the effectiveness of the multi-objective optimization
ased spatio-temporal approach

The objective of this second set of experiments is to test the
ffectiveness of the multi-objective optimization spatio-temporal
pproach proposed in this paper for air pollution forecasting.
o do this, the proposed approach is compared with a second
impler spatio-temporal approach in which the multi-objective
earch and the construction of the ensemble learning model have
een eliminated. This second approach consists of building a
ataset D resulting from the union of the datasets Dk, k = 1 . . . , n:

=

n⋃
k=1

Dk (8)

nd then apply some regression algorithm and recursive multi-
tep forecasting to make h-steps ahead predictions. Fig. 6 shows
he general scheme of this other approach.

To make the comparisons, statistical tests are applied with
10-fold cross-validation, 10 repetitions (a total of 100 predic-

ion models). The statistical tests have been performed using
he dataset D obtained in each of the two space-temporal ap-
roaches (which we have called Ensemble and Union in Figs. 1
nd 6 respectively) and the learning algorithms LR, random forest
RF) [52], support vector machine (SVM) [53], multi-layer percep-
ron (MLP) [54], k-nearest neighbors (kNN) [55], quasi-recurrent
eural networks (QRNN) [56] and ZeroR [57]. We used paired t-test
or these experiments. The results of the paired
-tests are used to make a win–loss ranking, both for the datasets
nd for the learning algorithms, thus allowing to determine which
re the best. The Table 4 shows the evaluation and results of the
aired t-test using the Ensemble (baseline) and Union datasets
ith the different learning algorithms. An asterisk means that the

odel is statistically worse than the baseline. Table 5 shows the

21
Fig. 5. Pareto front in 3D and 2D with NSGA-II, 10 million evaluations.

number of times that each dataset has been better with a sta-
tistically significant difference than the other (win), the number
of times that it has been worse (loss) and the difference (win –
loss), ordered from greater to lesser difference. Table 6 shows the
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Table 4
RMSE evaluation, 10-fold cross-validation, 10 repetitions, and
statistical test of datasets (baseline: Ensemble).
Algorithm Ensemble Union

LR 0.108788 0.108791
RF 0.107863 0.108488
SVM 0.108686 0.109298
MLP 0.109847 0.113576 *
kNN 0.142134 0.157161 *
QRNN 0.107168 0.109023 *
ZeroR 0.153978 0.153978

Table 5
Win–loss statistical test of datasets.
Dataset Win Loss Win – Loss

Ensemble 3 0 3
Union 0 3 −3

Table 6
Win–loss statistical test of algorithm.
Algorithm Win Loss Win – Loss

RF 6 0 6
LR 5 0 5
SVM 5 0 5
QRNN 4 0 4
MLP 4 4 0
kNN 1 10 −9
ZeroR 0 11 −11

Table 7
Summary of the statistical test of datasets.

Ensemble Union

Ensemble – 6 (3)
Union 0 (0) –

win–loss ranking for the different algorithms in this case. Tables 7
and 8 summarize the results of the paired t-tests applied to the
datasets and the algorithms, respectively. An entry a (b) in these
tables represents the number of datasets (or learning algorithms)
that the column has been worse than row (a) and statistically
worse than row (b).

4.4. Comparison with the interpolation based spatio-temporal ap-
proach

Finally, we compare our approach with another widely used
n the literature [31,32], an interpolation-based spatio-temporal
pproach. To accomplish this, we first build a regression model
ith each dataset Dk, k = 1, . . . , n. The set of prediction mod-
ls {δ , . . . , δ } is used to make h-steps ahead predictions with
1 n

22
Table 8
Summary of the statistical test of algorithms.

LR RF SVM MLP kNN QRNN ZeroR

LR – 0 (0) 1 (0) 2 (1) 2 (2) 1 (0) 2 (2)
RF 2 (0) – 2 (0) 2 (2) 2 (2) 1 (0) 2 (2)
SVM 1 (0) 0 (0) – 2 (1) 2 (2) 0 (0) 2 (2)
MLP 0 (0) 0 (0) 0 (0) – 2 (2) 0 (0) 2 (2)
kNN 0 (0) 0 (0) 0 (0) 0 (0) – 0 (0) 1 (1)
QRNN 1 (0) 1 (0) 2 (0) 2 (0) 2 (2) – 2 (2)
ZeroR 0 (0) 0 (0) 0 (0) 0 (0) 1 (0) 0 (0) –

recursive multi-step forecasting. Subsequently, an interpolation
of these forecasts is applied to estimate the predictions of new
observations made at any geographical point. Fig. 7 describes
graphically the scheme of this spatio-temporal approach. The
interpolation method is based on an inverse distance weighting
(IDW) function [58]. This technique assigns more weight to those
predictions that are geographically closer to the point to be in-
terpolated, since they will have a higher influence in that region.
Finding the interpolated value U at a geographical observation
x based on the predictions y = (ŷδ1 (x), . . . , ŷδn (x)) can be
ormulated as follows:

(x) =

⎧⎨⎩
∑n

k=1 Wk(x) · ŷδk (x)∑n
k=1 Wk(x)

if d(x, Ek) ̸= 0 for all k,

ŷδk (x) if d(x, Ek) = 0 for some k,
(9)

where:

Wk(x) =
1

d(x, Ek)p
(10)

is the IDW function, and d(x, Ek) is the haversine distance [59],
considering the curvature of the Earth, between the geographical
location of observation x and the monitoring station Ek. In the
IDW function, p is the rate at which the weights decrease, called
the power parameter. We have used p = 2 in the experiments.

To compare our multi-objective optimization based approach
with the interpolation-based approach we have performed
7-steps ahead predictions with the with learning algorithms that
have never lost in the win–loss statistical test ranking (RF, LR,
SVM and QRNN), and the RMSE, MAE and correlation coefficient
(CC) of the prediction models are used to compute their goodness.
The lower the goodness value, the better the results. The good-
ness of a prediction model is calculated as the weighted mean of
the mean RMSE, MAE, and CC values of the model in the h-steps
ahead predictions. In this work, the weights used are the same
for the three metrics RMSE, MAE and CC. Tables 9, 10, 11 and 12
show the results of the evaluation on the training set of 7-steps
ahead predictions for the spatio-temporal approaches with RF, LR

SVM and QRNN, respectively. Tables 13, 14, 15 and 16 show the
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Fig. 7. Interpolation based spatio-temporal approach.
Table 9
Results of the evaluation of models on training set with RF.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.0646 0.0818 0.0927 0.1001 0.1057 0.1097 0.1159
MOEA + Ensemble MAE 0.0472 0.0596 0.0680 0.0738 0.0778 0.0815 0.0864

CC 0.9162 0.8529 0.8015 0.7612 0.7276 0.7022 0.6606

RMSE 0.0604 0.0704 0.0762 0.0796 0.0826 0.0848 0.0891
Interpolation MAE 0.0425 0.0488 0.0526 0.0549 0.0569 0.0586 0.0627

CC 0.9339 0.9056 0.8854 0.8726 0.8603 0.8520 0.8335
Table 10
Results of the evaluation of models on training set with LR.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1244 0.1262 0.1264 0.1264 0.1266 0.1273 0.1326
MOEA + Ensemble MAE 0.0943 0.0957 0.0959 0.0959 0.0959 0.0966 0.1007

CC 0.5936 0.5779 0.5759 0.5757 0.5746 0.5685 0.5187

RMSE 0.1244 0.1262 0.1264 0.1265 0.1266 0.1273 0.1326
Interpolation MAE 0.0943 0.0957 0.0959 0.0959 0.0960 0.0966 0.1007

CC 0.5935 0.5778 0.5757 0.5756 0.5744 0.5683 0.5185
Table 11
Results of the evaluation of models on training set with SVM.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1060 0.1095 0.1139 0.1248 0.1287 0.1357 0.1503
MOEA + Ensemble MAE 0.0810 0.0835 0.0860 0.0920 0.0938 0.0977 0.1079

CC 0.7275 0.7053 0.6742 0.5969 0.5681 0.5129 0.3933

RMSE 0.0911 0.0930 0.0950 0.0968 0.0990 0.1036 0.1109
Interpolation MAE 0.0754 0.0770 0.0782 0.0796 0.0809 0.0837 0.0888

CC 0.8080 0.7986 0.7884 0.7786 0.7664 0.7406 0.6960
Table 12
Results of the evaluation of models on training set with QRNN.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.0805 0.0814 0.0830 0.0855 0.0855 0.0876 0.0963
MOEA + Ensemble MAE 0.1064 0.1077 0.1097 0.1126 0.1126 0.1154 0.1261

CC 0.7249 0.7170 0.7030 0.6829 0.6822 0.6630 0.5807

RMSE 0.0802 0.0805 0.0806 0.0809 0.0810 0.0816 0.0835
Interpolation MAE 0.1056 0.1059 0.1061 0.1064 0.1067 0.1075 0.1099

CC 0.7386 0.7375 0.7367 0.7352 0.7338 0.7295 0.7169
results of the evaluation on La Aljorra test set of 7-steps ahead
predictions for the spatio-temporal approaches with RF, LR, SVM
and QRNN, correspondingly. The goodness of the RF, LR, SVM
and QRNN models is shown in Table 21 for the four approaches.
Figs. B.8, B.9, B.10 and B.11 depict the RMSE, MAE and CC on
training and test sets of 7-steps ahead predictions with the RF, LR,
SVM and QRNN, correspondingly. The times series of the 7-steps-
ahead predictions for NO on La Aljorra test set with RF, LR, SVM
2

23
and QRNN model can be found in Figs. B.12, B.13, B.14 and B.15,
respectively. A study of overfitting has also been carried out for
RF, LR, SVM and QRNN models, as shown in Tables 17, 18, 19 and
20. In the event that the result is greater than 1, it is considered
that there could be overfitting in the data, in the event that were
less than 1 there could be underfitting in the data. The closer the
values are to 1, the better, since it implies that the results of train
and test are similar.
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Table 13
Results of the evaluation of models on La Aljorra test set with RF.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1185 0.1270 0.1428 0.1600 0.1641 0.1888 0.2386
MOEA + Ensemble MAE 0.1003 0.1077 0.1218 0.1356 0.1389 0.1607 0.2062

CC 0.6545 0.6240 0.5678 0.4873 0.4703 0.3849 0.2648

RMSE 0.1409 0.1520 0.1590 0.1644 0.1692 0.1737 0.1793
Interpolation MAE 0.1117 0.1223 0.1296 0.1354 0.1411 0.1466 0.1531

CC 0.2994 0.3009 0.2989 0.3041 0.3094 0.3118 0.3163
Table 14
Results of the evaluation of models on La Aljorra test set with LR.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1118 0.1207 0.1229 0.1233 0.1207 0.1261 0.1408
MOEA + Ensemble MAE 0.0890 0.0960 0.0980 0.0984 0.0961 0.1014 0.1154

CC 0.5410 0.4863 0.4745 0.4724 0.4860 0.4581 0.3830

RMSE 0.1175 0.1207 0.1212 0.1296 0.1322 0.1346 0.1352
Interpolation MAE 0.0919 0.0936 0.0939 0.1014 0.1027 0.1035 0.1035

CC 0.3199 0.2673 0.2393 0.2420 0.2574 0.2057 0.1874
Table 15
Results of the evaluation of models on La Aljorra test set with SVM.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1097 0.1190 0.1340 0.1388 0.1379 0.1454 0.1659
MOEA + Ensemble MAE 0.0893 0.0962 0.1071 0.1106 0.1093 0.1158 0.1330

CC 0.5597 0.4964 0.3989 0.3662 0.3733 0.3368 0.2473

RMSE 0.1553 0.1589 0.1580 0.1639 0.1639 0.1666 0.1701
Interpolation MAE 0.1298 0.1342 0.1334 0.1398 0.1401 0.1424 0.1455

CC 0.3307 0.3117 0.3102 0.3173 0.3133 0.3051 0.2920
Table 16
Results of the evaluation of models on La Aljorra test set with QRNN.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.1025 0.1073 0.1227 0.1366 0.1397 0.1579 0.1987
MOEA + Ensemble MAE 0.1214 0.1269 0.1436 0.1591 0.1626 0.1815 0.2267

CC 0.6389 0.6183 0.5549 0.4965 0.4836 0.4157 0.2566

RMSE 0.1198 0.1208 0.1213 0.1224 0.1225 0.1243 0.1274
Interpolation MAE 0.0946 0.0958 0.0965 0.0979 0.0980 0.0996 0.1030

CC 0.3037 0.3058 0.3092 0.3153 0.3214 0.3246 0.3192
Table 17
Overfitting ratio of models on train and La Aljorra test set with RF.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 1.8344 1.5526 1.5405 1.5984 1.5525 1.7211 2.0587
MOEA + Ensemble MAE 2.1250 1.8070 1.7912 1.8374 1.7853 1.9718 2.3866

CC 1.3998 1.3668 1.4116 1.5621 1.5471 1.8244 2.4947

RMSE 2.3328 2.1591 2.0866 2.0653 2.0484 2.0483 2.0123
Interpolation MAE 2.6282 2.5061 2.4639 2.4663 2.4798 2.5017 2.4418

CC 3.1192 3.0096 2.9622 2.8695 2.7805 2.7325 2.5292
Table 18
Overfitting ratio of models on train and La Aljorra test set with LR.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 0.8987 0.9564 0.9723 0.9755 0.9534 0.9906 1.0618
MOEA + Ensemble MAE 0.9438 1.0031 1.0219 1.0261 1.0021 1.0497 1.1460

CC 1.0596 0.9969 0.9786 0.9746 0.9979 0.9527 0.8726

RMSE 0.9445 0.9564 0.9589 1.0245 1.0442 1.0573 1.0196
Interpolation MAE 0.9745 0.9781 0.9791 1.0574 1.0698 1.0714 1.0278

CC 1.0261 1.0224 1.0213 0.9458 0.9348 0.9333 0.9729
5. Analysis of results and discussion

The following analysis follows from the results obtained with
he experiments:

• In the search for an appropriate MOEA to solve the multi-
objective optimization problem proposed in this paper, the
24
NSGA-II algorithm has shown better performance than the
MOEA/D and SPEA2 algorithms in terms of hypervolume.
The hypervolume metric measures the space dominated by
the set of non-dominated solutions found by a MOEA, and
is a valid indicator for both optimality and diversity. The
best, worst and mean hypervolume found by NSGA-II in 30
runs, as well as the standard deviation, is better than that



R. Espinosa, F. Jiménez and J. Palma Future Generation Computer Systems 136 (2022) 15–33
Table 19
Overfitting ratio of models on train and La Aljorra test set with SVM.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 1.0345 1.0869 1.1769 1.1126 1.0714 1.0712 1.1037
MOEA + Ensemble MAE 1.1024 1.1521 1.2449 1.2017 1.1658 1.1857 1.2323

CC 1.2998 1.4209 1.6902 1.6301 1.5218 1.5230 1.5905

RMSE 1.7051 1.7084 1.6634 1.6931 1.6558 1.6081 1.5338
Interpolation MAE 1.7224 1.7422 1.7054 1.7561 1.7317 1.7015 1.6387

CC 2.4436 2.5618 2.5418 2.4541 2.4459 2.4272 2.3834
Table 20
Overfitting ratio of models on train and La Aljorra test set with QRNN.
Method Metric 1-step ahead 2-steps ahead 3-steps ahead 4-steps ahead 5-steps ahead 6-steps ahead 7-steps ahead

RMSE 1.2723 1.3173 1.4789 1.5972 1.6332 1.8014 2.0638
MOEA + Ensemble MAE 1.1414 1.1786 1.3094 1.4138 1.4438 1.5731 1.7968

CC 1.1346 1.1596 1.2669 1.3754 1.4107 1.5949 2.2630

RMSE 1.4933 1.5004 1.5042 1.5131 1.5114 1.5237 1.5266
Interpolation MAE 0.8964 0.9047 0.9101 0.9201 0.9186 0.9267 0.9378

CC 2.4317 2.4118 2.3829 2.3315 2.2834 2.2476 2.2458
Table 21
Goodness of the predictions models with RF, LR, SVM and QRNN.
Models Goodness RF Goodness LR Goodness SVM Goodness QRNN

Training MOEA + Ensemble 0.130603 0.218094 0.206317 0.173174
Training Interpolation 0.081890 0.218155 0.136968 0.151813
La Aljorra Test MOEA + Ensemble 0.269400 0.250435 0.282549 0.267744
La Aljorra Test Interpolation 0.339744 0.326777 0.329596 0.302130
Table A.22
Abbreviations.
Abbreviation Meaning

CC Correlation Coefficient
CNN Convolutional Neural Network
CO Carbon Monoxide
CO2 Carbon Dioxide
DL Deep Learning
EA Evolutionary Algorithm
GC-DCRNN Geo-Context base Diffusion Convolutional Recurrent Neural Network
IDW Inverse Distance Weighting
kNN k-Nearest Neighbors
LR Linear Regression
LSTM Long Short-Term Memory
MAE Mean Absolute Error
MAPE Mean Absolute Percentage Error
ML Machine Learning
MLP Multi-Layer Perceptron
MMSL Multi-output and Multi-index of Supervised Learning
MOEA Multi-Objective Evolutionary Algorithm
MOEA/D Multi-Objective Evolutionary Algorithm based no Decomposition
NO2 Nitrogen dioxide
NOX Nitrogen oxides
NSGA-II Non-dominated Sorting Genetic Algorithm II
O3 Ozone
QRNN Quasi-Recurrent Neural Networks
PM Particulate Matter
PM10 Particulate Matter with a diameter of less than 10 micrometers
PM2.5 Particulate Matter with a diameter of less than 2.5 micrometers
R2 Pearson’s correlation coefficient
RDC Relevance Data Cube
RF Random Forest
RMSE Root Mean Squared Error
SO2 Sulfur Dioxide
SPEA2 Strength Pareto Evolutionary Algorithm 2
SVM Support Vector Machine
WS Window Size
obtained by MOEA/D and SPEA2, with statistically signifi-
cant differences. This allows us to conclude that NSGA-II
is better than MOEA/D and SPEA2 for the multi-objective
optimization problem considered. However, this problem
25
is a three-objective optimization problem, and the perfor-
mance test should be performed again in the case of hav-
ing a many-objective optimization problem (more than three
objectives). There are specialized MOEAs, such as NSGA-
III [60] or IBEA [61] that will provide better results for
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Fig. B.8. Results of the evaluation of the model built with the multi-objective
ptimization based spatio-temporal approach and RF.

many-objective optimization, as well as more appropriate
performance metrics, e.g. inverted generational distance [62].

• We have statistically verified that the identification of a
Pareto front of LR models distributed in the study area to
then build an ensemble learning regression model is better
than building a regression model with the simple union of
the datasets that delimit the study area. It is to be expected
that the objectives defined in problem (2) are conflicting
objectives, since normally the contamination levels in each
monitoring station do not oscillate in the same way. In
the case study of this work, we can verify that the 3 ob-
jectives are conflicting since the MOEA identifies a Pareto
front with the 100 individuals of the population distributed
in the 3 dimensions (as can be seen in Fig. 5). Therefore,
assuming that the objectives are conflicting, the number
of LR models on the Pareto front can be controlled by the
26
Fig. B.9. Results of the evaluation of the model built with the multi-objective
optimization based spatio-temporal approach and LR.

size of the population in the MOEA. It is also expected that
the higher this number, the greater the generalization error
of the ensemble learning model. We have also statistically
verified that RF, LR, SVM and QRNN are the best regression
algorithms to build ensemble learning models in the spatio-
temporal scenario studied in this paper, beating regression
algorithms such as MLP or kNN. If we look at the goodness
metric in Table 21 we can see that, in test set, the best
model is LR. Although QRNN is statistically worse than LR,
the best evaluation of RMSE in 10-fold cross-validation (10
repetitions) is obtained with the QRNN model with the
ensemble approach, as shown in Table 4. Moreover, QRNN
is the second best model in test in terms of goodness.

• The spatio-temporal approach based on multi-objective op-
timization has also been shown to be better than the inter-

polation method used by other authors for spatio-temporal
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Fig. B.10. Results of the evaluation of the model built with the multi-objective
optimization based spatio-temporal approach and SVM.

forecasting. The goodness metric proposed in this paper
has allowed us to compare both approaches. This metric
is an aggregation of the RMSE, MAE and CC metrics in
7-steps ahead predictions. Although the interpolation method
presents better results in the training set with RF, the
results in the test set with the data from La Aljorra station
(which have not been seen by the training algorithms) are
substantially worse than those obtained with our method.
This indicates a better generalization error of our method,
which is one of the most important properties in modeling
forecasting systems. We have also verified in the experi-
ments that the CC on the test set with the interpolation
method is low positive (on average), while with the method
proposed in this work the CC is moderately positive, which
indicates a greater strength of the relationship between the
predicted and observed variables in the model built with our
approach.
27
Fig. B.11. Results of the evaluation of the model built with the multi-objective
optimization based spatio-temporal approach and QRNN.

• The main disadvantage of the proposed method compared
to the union and interpolation methods is the required
runtime. The proposed method runtime is the sum of the
time required by the MOEA plus the time required by the
ensemble method. The NSGA-II algorithm requires an O(np2)
runtime to do the non-dominated sort, where n is the num-
ber of objectives and p is the population size, and a runtime
O(wtn) to evaluate each individual, where w is the number
of attributes and t = maxk{rk} is the maximum number
of instances in the n datasets. Therefore, the total runtime
of NSGA-II is O(gnp2 + gwtnp), where g is the number of
generations of the MOEA. To this runtime we must add
the runtime C(r,m) required to build the ensemble model,
where m is the number of LR models found by the MOEA,
r =

∑n
k=1 rk is the sum of the instances of the n datasets,

and C(x, y) is the asymptotic function of the runtime re-
quired by a given regression algorithm to build a model from
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Fig. B.12. Times series of the 7-steps ahead predictions for NO2 of the model
uilt with the multi-objective optimization based spatio-temporal approach and
F.

a dataset with x instances and y attributes. In summary, the
runtime required by the proposed approach, assuming that
we use NSGA-II, is O(gnp2 + gwtnp + C(r,m)). On the other
hand, the runtime required by the dataset union approach
28
Fig. B.12. (continued).

is O(C(r, w)), and the time required by the interpolation
approach is O(nC(t, w)). Obviously, when m ≥ w the time
of the proposed approach is always higher than the time
required by the union dataset approach. In the opposite
case (m < w), the time the proposed approach will be
less or greater than the other two approaches depending
on the number of generations g evolved by the MOEA and
the number of monitoring stations n (objectives of the prob-
lem). However, the runtime is not a big drawback because
the training phase is often an off-line process, and cur-
rent advances in high-performance computing can greatly
alleviate this drawback. In the case of online training pro-
cesses, the use of incremental evolutionary algorithms [63]
is convenient to carry out the proposed approach.

6. Threat to validity

Our analysis and its discussion may suffer from some threat
to validity which we have tried to mitigate:

• External validity refers to the extent to which the results are
generalizable. First, the regional government has a protocol
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Fig. B.13. Times series of the 7-steps ahead predictions for NO2 of the model
uilt with the multi-objective optimization based spatio-temporal approach and
R.

whereby data must undergo quality control before being
made public. Secondly, we have tried to make the data
used as representative as possible. In terms of the temporal
dimension, the temporal window selected is wide enough to
29
Fig. B.13. (continued).

capture the seasonality component, as well as the variabil-
ity inherent in different and changing climatic conditions.
Regarding the spatial dimension, the selected monitoring
stations represent different urban and rural environments.

• Internal Validity is related to the correctness of the ex-
perimental design. To this end, the methodology used for
model construction and selection is based on our previous
work [64,65], validated after a rigorous peer-review pro-
cess. On the other hand, special attention has been paid
to ensure the reproducibility of the experiments. In terms
of coding, to reduce threats due to software failures, plat-
forms sufficiently tested by the scientific community have
been used. The Platypus platform was used for the multi-
objective evolutionary optimization techniques. ML models
have been built using Scikit-learn. This has ensured the
correct implementation of the different ML techniques.

7. Conclusions and future work

Modeling is very useful for air pollution forecasting. Like-
wise, in cases where the information and warning thresholds are
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Fig. B.14. Times series of the 7-steps ahead predictions for NO2 of the model
uilt with the multi-objective optimization based spatio-temporal approach and
VM.

xceeded, modeling is a tool that makes it possible to report
n the expected levels and take measures in the application
f short-term action plans (pollution protocols). Air pollution
epends on both temporal changes and spatial relationships,
30
Fig. B.14. (continued).

which makes its prediction a challenge in current research. In
this work, we have proposed a method based on multi-objective
optimization for space-temporal forecasting of air pollution. The
proposed approach builds an ensemble learning model from mul-
tiple non-dominated linear models that form the Pareto front
of an optimization problem that contains as many objectives as
monitoring stations. The multi-objective optimization problem
has been solved in this paper with a MOEA, specifically with
NSGA-II. We conducted experiments on four real-world air pol-
lution datasets extracted from monitoring stations located in the
south of Spain, three of which have been used for training and
one for testing. The experiments carried out demonstrate the
effectiveness of the proposed method to find short-term spatio-
temporal forecast models. Specifically, it has been configured for
predictions in the next seven days. The results have been com-
pared with other space-temporal forecasting methods proposed
in the literature, in particular, the interpolation method with IDW
function. The proposed method has shown better generalization
error and better mean scores using the RMSE, MAE and CC perfor-
mance metrics in 7-step-ahead predictions. This is due to the fact
that the number of prediction models is significantly higher in the
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Fig. B.15. Times series of the 7-steps ahead predictions for NO2 of the model
uilt with the multi-objective optimization based spatio-temporal approach and
RNN.

roposed approach than in the interpolation-based approach, al-
owing a greater prediction capacity in the new observation areas,
s shown by the results of the study. However, the superiority
f the proposed method is at the expense of a longer runtime,
31
Fig. B.15. (continued).

fundamentally due to the runtime required by the MOEA for an
acceptable convergence of the Pareto front.

It is our intention in the near future to integrate feature selec-
tion into the multi-objective optimization based spatio-temporal
approach proposed in this paper, taking advantage of our pre-
vious experience in feature selection based time series forecast-
ing [64,66]. For this, a new objective is added to the optimization
problem with which the cardinality of the attribute subsets in
the LR models is minimized, thus eliminating redundant and
inconsistent attributes and improving the predictive capacity of
the models. On the other hand, other types of prediction models
could be considered, using a more complex representation for
the individuals of the evolutionary algorithm, such as deep neu-
ral network architectures, although this could involve excessive
computational training time to obtain acceptable results. Anyway,
the possibility of using other types of prediction models in the
MOEA is being analyzed for future work. Finally, the scalability
of the proposed approach in terms of the number of objec-
tives (adding monitoring stations) and the number of attributes
(increasing the window size) will be analyzed in future works.
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