Do pressure changes have an influence on ambient air chemiluminescence NOx measurements? 
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Abstract
Users of automatic air pollution monitors are largely unaware of how certain parameters, like pressure, can affect readings. The present work examines the influence of inlet pressure changes on chemiluminescence NOx measurements. These changes have been grouped into two categories: (i) those due to changes in atmospheric pressure and (ii) those produced by any other reason (e.g., clogs in the inlet sampling line). Atmospheric pressure changes were simulated varying both the inlet and the outlet sample-line pressures in the same way, whereas sample pressure changes were produced modifying only the inlet sample-line pressure. Analyzer calibration was performed with zero air and 200 nmol/mol of NO at 101.3 kPa. The test pressures ranged from -10 to +10 kPa with respect to the calibration pressure. ANOVA and Dunnett tests were performed to look for significant differences between measurements obtained under calibration conditions and those obtained under different pressure conditions. The differences in measurements were practically negligible for fixed analyzers subjected to usual changes in atmospheric pressure (<±5 kPa); however, differences could be as high as 7% if ±10 kPa pressure changes took place in the inlet sample line for causes included in the second group. 
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1. Introduction

1.1. Overview of O3 chemiluminescence in air monitoring

Chemiluminescence with ozone (O3) is the reference method for measuring nitrogen dioxide (NO2) and nitrogen oxides (NOx = NO + NO2) in the European Union (CEN, 2005), and it is also one of the two automated reference methods for measuring these compounds in the United States (Cal/EPA, 2007). Because this method is sensitive to nitric oxide (NO), NO2 must first be reduced to NO in order to be quantified. This technique has been described in detail in other works (Glover, 1975; Fontijn et al., 1970).

Apart from their use in fulfilling each territory’s legislative requirements regarding environmental monitoring, chemiluminescence NOx analyzers have also been used for many other purposes in a variety of research works. Notable among them are: the recent work by Minoura and Ito (2010), who have developed an air quality model to improve the knowledge on NO2 close to roads from temporal and spatial variations of NO and NO2 measured by chemiluminescence; the work by Pandey et al. (2008), who studied NOx concentrations during an 11-year period in Seoul (Korea); and the work by Carslaw and Bevers (2005), who used NOx chemiluminescence to derive a method for estimating the mean primary NO2 fraction from vehicle exhausts in London. In other studies, NOx measurements obtained with the reference method were used to validate passive sampler devices (Hagenbjörk-Gustafsson et al., 2010; Gonzales et al., 2005; Mukerjee et al., 2004), and there is also recent literature comparing dispersion modelling techniques with NOx observations using chemiluminescence with O3 (Godowitch et al. 2010; Hirlt et al., 2007; Westmoreland et al., 2007).

Chemiluminescence with O3 is a very sensitive analytical method to determine NOx concentrations in air (Glover, 1975). However, it is subject to certain interferences and other environmental disruptions. Interferent species have been widely studied, and two types have been identified: first, those that restrict chemiluminescence intensity by competing third body quenching reactions in the reaction chamber; and, second, nitrogen-containing species that are converted to NO in the NO2-to-NO converter (Gerboles et al., 2003). The first type of interference produces both NO and NOx bias, while the second one affects only the NOx signal. Gerboles et al. (2003) showed that water vapour has a quenching influence (-7.5% at 58% of RH and 23 ºC) but does not affect the efficiency of the NO2-to-NO converter. Dunlea et al. (2007) recently evaluated the main interferences of the chemiluminescence method during a field campaign in Mexico City. A combination of ambient gas phase nitric acid and multifunctional alkyl nitrates was deduced to be the primary cause of interferences. Nevertheless, they expected that in other environments with larger ambient PAN concentrations, the latter would contribute significantly to this interference, as was previously stated by McClenny et al. (2002).
The response of commercial NOx chemiluminescence analyzers to changes in other environmental variables such as pressure or temperature, however, has been studied very little, with the result that final users of this equipment are highly uninformed regarding this aspect. 
Changes in atmospheric pressure are due to anticyclonic or stormy situations, or to changes in altitude in the case of mobile stations. In turn, changes in sample pressure can occur because of operational differences between calibration and routine measurements. Thus, despite calibrating NOx analyzers in situ by means of pressurised gas cylinders usually connected to the analyzer via a T-piece to prevent overpressuring, some overpressuring can still occur. When analyzers are measuring in ambient air, a certain pressure drop, below the atmospheric one, is produced in the sampling line. If, in addition, the sampling line maintenance is not adequate, this pressure drop will increase. Furthermore, because the equipment installed in air-quality monitoring stations is often connected to manifolds and may have different sucking flow rates, the connection or disconnection of one or more of them can affect the sample pressure sucked by the rest of them. All of this can bring about pressure differences between calibration and sampling from several tenths to tens of kPa. 

In this work, we systematically analyse the influence on a commercial NOx analyzer widely used both in air quality monitoring networks and in air pollution studies of changes in atmospheric and sample pressure (the latter, for different reasons than changes in atmospheric pressure). The aim is to make the users of these analyzers aware of the influence that pressure has on the readings so that precautions can be taken when calibrating and measuring. A semi-empirical model is also given to explain the deviations observed in readings when no pressure compensation is applied.
1.2. Pressure effect on O3 chemiluminescence

Analyser readings, C, are proportional to the intensity emitted in the reaction chamber, I, where NO molecules react with O3 molecules to yield electronically excited NO2 which emits light when decaying to a lower energy level:


[image: image1.wmf]kI

C

=

                      (i)

where k (nmol/(mol·A)) is a calibration factor equal to the concentration introduced into the analyser when measuring the calibration concentration (nmol/mol) divided by the emitted intensity (A) in these circumstances. 

The light intensity varies with the number of molecules in the system and, ideally, if a change in intensity is detected it should be due to a change in concentration. However, the number of molecules entering the system does not only depend on concentration but also on pressure, temperature and flow rate. The variation in the number of molecules that enters the measuring system when a pressure change occurs, does not explain by itself the deviations obtained in readings when measuring a constant volumetric concentration. This is likely due to the quenching effect, that is, the de-activation of the excited NO2 molecules by intermolecular collisions. Apart from depending on total pressure, the quenching effect also depends on other parameters such as the nature of the molecules present in the system; thus, it is very difficult to quantify this effect theoretically. Clough and Thrush (1967) found linear relationships between the light intensity (I) that reached the detector when varying the partial pressure (Pp) of certain gases due to the quenching effect. The relationships found were in the form of:
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where coefficients a and b depend on the nature of the gas mixture. Coefficient a and b have units of A-1 and (A-1·kPa-1), respectively, with Pp in kPa.
To explain the quenching effect on readings we used an expression similar to that of Clough and Thrush where the light intensity is inversely proportional to sample total pressure (PT). Taking into account that light intensity is proportional to the number of NO molecules in the system corrected by a factor due to the quenching effect we could write that:
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where k1 (min/mol) is a proportionality constant that measures the sensitivity of the detector to the sample molar flow, presumably independent of pressure; and 
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is the molar flow rate (mol/min). As the analyser readings are proportional to the intensity that reaches the detector (equation (i)), the analyser readings could be then written as:
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where k2 is a third constant equal to (k·k1). Units of k2 are (min/mol)·(nmol/mol)/(A).   

On the other hand, the molar flow rate is given by the perfect gas law:
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where  XNO is the molar fraction of NO (NO mol/ total mol), Q is the total sample flow rate (l/min), R is the universal gas constant (kPa·l/(mol·K)) and T is the sample temperature (K).

Thus, equation (iv) can be written as:
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with C in nmol/mol. Equation (vi) is the model proposed to explain the deviations in readings due to pressure changes, and highlights the dependence of the analyzer responses on pressure, temperature and volumetric flow rate. If these 3 parameters remain constant, the radiation emission is proportional to the NO sample concentration (NO molar fraction). If not, the molar flow rate of NO and the extent of the quenching effect (in the case of pressure changes) will change and, thus, the proportionality between NO concentration and analyzer responses will be lost unless appropriate corrections are applied. 

Equation (vi) shows the double and opposite effect of pressure. On the one hand, if the pressure rises with respect to the calibration pressure, there will also be an increase in the NO molar flow rate which makes readings increase. On the other hand, the higher the pressure the higher the probability of molecular collisions that deactivate the excited NO2 molecule, thus producing systematically lower concentration values than the values expected. If the pressure drops, the opposite will take place. Moreover, depending on the type of analyser vacuum pump and the type of sample flow (choked or not), the flow rate Q can also change as a consequence of pressure changes in the inlet and/or outlet lines. Nowadays, most NOx analyzers perform automatic pressure compensations. Nevertheless, despite the use of these compensators, it has been shown that analyzers are sensitive to changes in sample pressure (Doval et al., 2008).
2. Materials and methods

2.1. Experimental set up

The influence of pressure changes was studied with a Thermo Scientific 42i NOx analyzer (firmware version 01.04.00.189), a model widely used in monitoring networks and atmospheric pollution research. A gas test chamber described elsewhere (Doval Miñarro et al, 2011) was used to generate NO in zero air gas mixtures of several concentrations at different pressures, keeping constant the sample temperature (20.2 ± 0.6 ºC (Std. Dev. (SD))), the analyser surrounding temperature (18.2 ± 0.3 ºC (SD)) and the line voltage at 220 ± 2 V. Internal and reaction chamber temperatures of the analyser were checked during the experiments. The internal analyser temperature was 50.0 ± 0.2 ºC (SD) and the reaction chamber temperature was 29.1 ± 0.3 (SD) throughout the experiments. Atmospheric pressure was measured with a mercury barometer THIES. Figure 1 shows the experimental set up used to simulate changes in pressure. Valves used were Swagelok SS-6MG-MM. The external pump P1 was a Millipore XX55 220 50A. The analyser kept its internal vacuum pump, which was not manipulated at any time. Valves V1 and V2 let us modify the pressure at the inlet port of the analyzer in such a way that if valve V1 is closed, pressure rises in PI1, whereas if valve V2 is closed, the pressure in PI1 decreases. On the other hand, pump P1 and valve V3 let us adjust the outlet pressure that the analyzer pump must overcome. If valve V3 is partially closed, PI2 increases, whereas if it is opened and pump P1 is switched on, the opposite occurs. Pressure changes were measured with Magnehelic® differential pressure gauges. When adjusting the calibration pressure to standard atmospheric pressure we used a Magnehelic® with a range from 0 to 20 cm of water column (0-2 kPa) and a resolution of 0.05 kPa. When pressure changes of ±5 and ±10 kPa were performed, a Magnehelic® with a range from 0 to 150 cm of water column was used (resolution: 0.5 kPa). For testing -19 and +17 kPa we used a Magnehelic® with a pressure range from 0 to 300 cm of water column (resolution: 1 kPa). The stability of inlet and outlet pressures was excellent when performing pressure changes; thus the half resolution of the corresponding gauge was taken as the maximum uncertainty of the pressure measurements.     

(Figure 1)
The variability of the test mixture concentrations was calculated according to the Guide for Uncertainty in Measurements (GUM). Variability of the standards and the values of the different parameters that take part in its calculation can be found in Tables S1, S2 and S3 of the Supporting Information file. In no case was the variability of the test mixture concentration  higher than 0.2 nmol/mol.
Averaging time of measurements was set at 30 seconds.
2.2. Experimental procedures

2.2.1. Procedure for evaluating the influence of atmospheric pressure changes 

In order to assess the influence of atmospheric pressure changes on analyzer readings, the following operational procedure was designed:

1. First, the analyzer pressure compensator was switched on.

2. The analyzer was calibrated at standard atmospheric pressure (101.3 kPa) with 0 and 200 nmol/mol of NO in zero air and, when stabilised, 15 readings were recorded at each concentration level on the NO and NOx channels. For this purpose, the atmospheric pressure in our laboratory was measured with the barometer, and valves V1, V2 and V3 were manipulated so that pressure indicators PI1 and PI2 showed the pressure difference measured between standard and actual atmospheric pressure, taking into account its sign. In other words, PI1 and PI2 readings are those that verify that PI1=PI2= 101.3-laboratory pressure (in kPa). (See Table 1 for details on valves and pump status). The chamber pressure at the moment of calibration was entered in the analyser menu as the calibration pressure.
3. Additionally, mixtures of NO in zero air at 50 and 100 nmol/mol were produced and measured with the analyzer. Once the readings were stable, 15 measurements from each channel were recorded at each concentration. 

4. Valves V1, V2 and V3 and pump P1 were manipulated to achieve pressure differences in PI1 and PI2 of  +5, +10, -5 and -10 kPa with respect to normal atmospheric pressure (calibration pressure), that is, 106.3, 111.3, 96.3 and 91.3 kPa of absolute pressure, respectively. The purpose of this step was to achieve the same pressure changes at both the inlet and the outlet of the analyzer. In Table 1, the status of valves V1, V2 and V3 and pump P1 can be checked for calibration pressure and atmospheric pressures lower and higher than the calibration one.
5. For each of the pressures indicated in point 4, 15 analyzer readings of each channel were recorded when measuring 0, 50, 100 and 200 nmol/mol of NO in zero air.

This test was also conducted with the pressure compensator off for pressures in PI1 and PI2 of +8.6, +17, -10 and -19 kPa to validate the proposed model for explaining the effect of pressure on chemiluminescence.
(Table 1)
2.2.2. Procedure for evaluating the influence of changes in sample pressure (except for those due to changes in atmospheric pressure)
In this case, changes in sample pressure in the inlet line were simulated. Changes of this kind can be due, for example, to poor maintenance of sample lines or to differences in conditions from analyzer calibration to analyzer normal operation. The procedure designed was the following:
1. The analyzer pressure compensator was switched on.
2. The analyzer was calibrated as in point 2 of section 2.2.1. 
3. Idem as in 3 in section 2.2.1.

4. Valves V1 and V2 were manipulated in such a way (see Table 1) that pressure differences of +5, +10, -5 and -10 kPa with respect to the standard atmospheric pressure were obtained in PI1. Pressure in PI2 was slightly adjusted from one test to another if changes in atmospheric pressure in the laboratory were observed, so that the exhaust pressure was fixed to the standard atmospheric pressure during the tests (101.3 kPa). 
5. For each of the pressures indicated in point 4, 15 analyzer readings of the NO and NOx channels were recorded when measuring 0, 50, 100 and 200 nmol/mol.

As can be seen, the main difference between the two procedures is that in one (2.2.1), both the inlet and outlet pressures are modified in the same way (as would happen with changes in atmospheric pressure), while in the other (2.2.2), the outlet pressure is kept constant and only the inlet pressure is modified (above or below the standard atmospheric pressure).

2.3. Statistical treatment

The aim of the statistical treatment was to look for significant differences between the means of the data set obtained at the different test pressures in every concentration level, and those obtained under calibration conditions. For this purpose, a one-way ANOVA test was performed for each concentration level (0, 50, 100 and 200 nmol/mol) with pressure as the factor. The null hypothesis of the test was that the samples were drawn from normally distributed populations with equal means and variances. When the null hypothesis was rejected, Dunnett’s test was applied, which let us compare each sample with a control one (in our case, the one obtained under calibration conditions), taking the Bonferoni correction into account to control the error rate.

Measurements vs sample pressure relationships were also studied using a simple linear regression model.

The confidence level used for all of the analysis was 95%. Statistical tests were performed with SPSS 15.0 (SPSS Inc., Chicago, Illinois (US)).
3. Results

3.1. Validation of the semi-empirical model proposed to explain measurement deviations as the effect of pressure

If we know the readings, Ca, for given conditions and a certain NO mixture concentration, we can estimate the analyser readings for the same standard mixture when changing the conditions by means of equation (vi). As we are studying pressure influence, we will assume constant temperature. Volumetric flow rate changed with pressure changes due to the influence of inlet and outlet pressure on the volumetric flow rate of the internal pump of the analyser, according to its characteristic curve. Dividing expression (vi) for two sets of conditions of pressure (PT) and flow (Q):
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To validate this model we proceeded in two different ways. First, we made some changes in equation (x):
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For a set of values of Ca at a pressure PT and flow rate Q, used for all the comparisons at the same concentration level, (a + bPT) is constant (s), and we can write equation (xi) in the following way:
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with m and n being constant, which means that the left side of equation (xii) should follow a straight line with pressure. In Figure 2, the results when plotting the left side of equation (xii) vs pressure are presented when no pressure compensator was used for the three test concentrations at 5 different ambient test pressures. For every set of concentrations, Ca, PT and Q were those obtained at calibration conditions. We can affirm that the model seems to agree with our data for the concentrations used and the pressure range tested. A single straight line was obtained regardless of the concentration tested.
(Figure 2)

We also used Microsoft Excel’s Solver tool to find the values of a and b in equation (x) that minimise the sum of the quadratic differences between calculated Ccalc (Ca2 in equation (x)) and real measurements, Creading. We obtained a convergent solution, which also proves that the proposed model could be suitable for describing this phenomenon. Results are given in Table S4 of the Supporting Information file. Ca in equation (x) was taken as the analyser reading when measuring the corresponding concentration at calibration pressure, PT.
3.2. Influence of changes in atmospheric pressure 

We first evaluated the (foreseeable) differences in readings with the pressure compensator switched on or off. Figure 3 shows the deviations obtained when measuring different gas concentrations at inlet and outlet pressure differences of 0 (calibration), -10 and +10 kPa related to standard atmospheric pressure (101.3 kPa). In Figure 3a, the analyzer was calibrated with the pressure compensator on, whereas in Figure 3b the compensator was switched off in every moment, even during calibration. As expected, in the latter case the deviations with respect to the calibration line were higher, in absolute values, than those obtained when the compensator was used. Average relative deviations obtained without using the compensator were -3.9 and +4.5% at -10 and +8.6 kPa, respectively, with SD of 0.51 and 0.32 in each situation; in contrast, average relative deviations obtained with the use of pressure compensation were 1.6 % for a pressure difference of -10 kPa and -1.6 % for +10 kPa, with SD of 0.81 and 0.79, respectively. Taking into account these results, the rest of the tests were carried out with the pressure compensator on in order to work at optimum analyser conditions.
(Figure 3)
Mean concentrations and their variances (including scattering of measurements and test gas concentration variability) obtained at every level of concentration and atmospheric pressure are collected in Table 2, together with the results of ANOVA and Dunett’s tests and the relative differences between the mean concentration of every data set related to that obtained with the same concentration level under calibration conditions. Statistical tests were performed with NO measurements to remove from the analysis the possible influence of the analyser converter in the NOx channel.
One-way analysis of variance showed significant differences with changes in atmospheric pressure with 50, 100 and 200 nmol/mol of concentration. No significant differences were found at zero concentration. In the first three cases, Dunnett’s test was carried out to compare every sample obtained at every pressure with the control group (the one at standard atmospheric pressure). When working with 50 nmol/mol, the null hypothesis was rejected in every case; that is, significant differences were observed with all of the test pressures in relation to the control group. No significant differences were observed with 100 and 200 nmol/mol between the control group and the ones at +5 and -5 kPa, as can be seen in their respective p-values, which in this case should have been <0.0125 for rejecting the null hypothesis (Bonferroni correction). The differences in results found between the data sets at 50 nmol/mol and the ones at higher concentrations are likely due to the lower variance of analyzer measurements at lower concentrations. The lower the variances of two data sets, the more likely it is that the two sets belong to different populations. 

(Table 2)

When changes in the atmospheric pressure relative to the calibration pressure take place, which is a usual and non-controllable phenomenon, maximum deviations of around 2% can be reached for pressure changes of 10 kPa. This pressure difference is, however, too high, and it is not likely to occur for any specific fixed location. That is, even though atmospheric pressure as a function of latitude and altitude can vary in tens of kilopascals, pressure differences for a fixed location under habitual conditions will almost never be greater than ±5 kPa. Table 2 shows that pressure differences of this magnitude entail maximum deviations of around 1%, which are acceptable. It is thus important that the analyzer calibration take place in situ and as close as possible to the average or the median atmospheric pressure of that location, so that ambient pressure variation effects can be neglected. We should mention here that in the case of monitoring in motion where important changes in altitude are planned (>500 m), the precaution of measuring ambient pressure should be taken so that readings can be corrected if important pressure variations are recorded.

3.3. Influence of changes in sample pressure

Mean concentrations and their variances (including scattering of measurements and test gas concentration variability) for every level of concentration and sample pressure are collected in Table 3, together with the results of ANOVA and Dunnett’s tests and the relative differences between the mean concentration of every data set related to that obtained with the same concentration level under calibration conditions. Analysis of variance again showed that for zero concentrations there are no significant differences in readings with pressure, whereas for all the other concentrations tested, significant differences are found (p=0.000). To compare these deviations with the ones obtained when changing atmospheric pressure, we include Figure 4, where analyzer deviations have been plotted against the reference standard concentration generated, as a function of sample pressure. Although the analyzer readings are linear for every test pressure, they show important and clearly observed differences depending on the sample pressure (Figures S1 and S2). As can be seen in Table 3, the higher the difference between test pressure and calibration pressure, the higher the relative difference in their mean concentrations. Furthermore, analyzer readings were also found to be strongly correlated with sample pressure increments through simple linear regression (R2>0.9 and p~0.000), as can be seen in Table 4. We also observed this behaviour in a similar experience with a SIR S5012 NOx analyser. In this case, the relative reading deviation observed was around 1%/kPa whereas with the Thermo Scientific 42i an average deviation of 0.62%/kPa was detected. This shows that other NOx chemilumescence analysers are also affected by pressure, even when using compensations, although to a different extent.
(Table 3)

(Figure 4)

(Table 4)

Given the good linear correlations obtained when simulating changes in the sample pressure, we performed another series of similar simulations making changes in the calibration pressure of the analyzer. In Figure 5, for the 200 nmol/mol concentration level, the concentration readings vs sample pressure are shown when the analyzer was calibrated at 90.3, 101.3 and 111.3 kPa. As can be seen, the three straight lines are practically parallel. Differences between the slopes were studied to find out whether they were significantly different; for this we used a t-value calculated from t=(m1-m2)/SE(m1-m2), where m1 and m2 are the slopes of the two straight lines compared and SE(m1-m2) is the standard error of the difference calculated as the square root of the quadratic sum of the standard error of each slope. Comparing the slopes obtained at 111.3 kPa and 91.3 kPa with the one obtained at 101.3 kPa gave t-values of 1.814 and 0.804, respectively. These values were lower than the critical one for p=0.05 and 6 degrees of freedom (df= (n1-2)+(n2-2)), which meant that the differences in the slopes were not significant and could be attributed to random measurement error. These results are quite interesting because they indicate that concentration changes due to variations in sampling pressure are proportional to the difference in pressure between calibration and normal operation, and not to the absolute value of the pressure by itself.

(Figure 5)
4. Discussion

Changes in inlet pressure cause changes in the reaction chamber pressure of the analyzer as explained further on. The user manual of the analyzer employed in this study states that “Pressure compensation provides compensations for any changes to the instrument’s output signal due to reaction chamber pressure variations. The effects of reaction chamber pressure changes on the analyzer’s subsystems and output have been empirically determined. This empirical data is used to compensate for any change in reaction chamber pressure”. However, from the above analysis we can affirm that changes in pressure with respect to the calibration pressure do indeed have an effect on NOx analyzer readings. 
By comparing Figures 3 and 4, one can observe that the lowest deviations were obtained in Figure 3a, that is, when the compensator was switched on and ambient pressure changes were tested. The highest deviations were obtained when simulating sample pressure changes even though the pressure compensator was switched on, so presumably (unfortunately we did not perform this test) the deviations would have been even higher if no compensation for pressure had been used. This is due to the variations in reaction chamber pressure and sample flow rate which are produced when inducing pressure changes. In both the experiments described in sections 2.2.1 and 2.2.2, chamber pressure and sample flow rate were registered (Figure 6 and Table S5 in the Supporting Information file). Figure 6a shows the reaction chamber pressure changes when simulating changes in atmospheric pressure (PI1=PI2) and when simulating changes in sample pressure only, keeping constant the absolute outlet pressure PI2 at 101.3 kPa. In Figure 6b, the variations in sample flow rate in these two situations are also shown. As can be seen, when simulating changes in sample pressure (PI2=101.3 kPa), the reaction chamber pressure increases or decreases relative to calibration conditions in a less pronounced way than when simulating changes in atmospheric pressure. The opposite occurs with the sample flow rate: changes are less marked when changing atmospheric pressure. This is due to the relationship between pump flow rate and pressure. In this case, if the pressure in PI1 decreases, the flow rate also decreases. If the pressure in PI2 also decreases, the analyzer pump has to overcome less resistance when impelling and, although the flow rate decreases with respect to the calibration situation, the decrease is smaller than if PI2 keeps constant at 101.3 kPa. A similar pattern is seen in relation to reaction chamber pressure. If the pressure in PI1 increases, the chamber pressure also increases. If PI2 also increases, the reaction chamber pressure will be higher than when PI2 is kept constant at 101.3 kPa because air impellment will be more difficult.

Theoretically, the higher the product of (Q·PT), the higher the readings, because a higher number of NO molecules is entering the reaction chamber (even though the volumetric concentration in nmol/mol keeps constant). But, also, the higher the reaction chamber pressure, the higher the deactivation of the NO2 molecule by molecular collisions (equation (vi)). For a given pressure change in PI1, flow rate variations are higher when pressure changes take place just in the inlet line, whereas chamber pressure variations are lower in this case than when they are due to changes in atmospheric pressure. These two facts cause sample pressure changes to have a greater influence on readings than atmospheric pressure changes. 
(Figure 6)
It can also be observed from Figure 4 that when performing positive sample pressure changes, reading deviations are also positive. The opposite occurs when carrying out negative sample pressure changes. However, in Figure 3a, one can note that positive pressure changes produce negative deviations and vice versa. If we take into account that the readings follow the same trend both when performing atmospheric pressure changes without pressure compensation (Figure 3b) and when varying the sample pressure, the negative trend observed can probably be attributed to the manufacturer’s correction of the data.

The poor correlations obtained between analyser readings and inlet pressure in the case of ambient pressure changes with pressure compensation contrast with the very good correlations when testing ambient pressure changes without pressure compensation and sample pressure changes with pressure compensator. This could also be due to the empirical correction made by the manufacturer which was, perhaps, carried out to correct chamber pressure changes due to only one of the two types of pressure changes studied here (likely, the one due to ambient pressure changes), whereas those due to sample pressure differences are not totally compensated. It is important to highlight that these conclusions may not be applicable to other analyser brands.

Taking into account that when the compensator is switched on, ambient pressure changes are negligible for normal ambient pressure variations (e.g., in 2009 in Murcia, Spain, the range of ambient pressures was 983.8-1023.9 mbar (AEMET, 2010), and if an analyser were calibrated at the median/mean ambient pressure, reading fluctuations would be minimised and practically negligible), major efforts have to be made to minimise the pressure changes due to other reasons, which are not correctly compensated. Adequate maintenance of sampling lines and an appropriate calibration procedure where the analysers are not over-pressurised are highly recommended. Ideally, if the maintenance and design of the sampling lines, manifolds and equipment are correct and this calibration guideline is followed, the usual inlet sampling pressure should not be too much different from the calibration one. At any rate, it is important to keep in mind that variations of around 5 kPa in the sample pressure with respect to the calibration pressure can involve deviations of around 4% in the readings; thus, this threshold should not be exceeded in any case.

5. Conclusions

In the present work, the influence of pressure changes on measurements has been systematically studied with a chemiluminescence NOx analyzer. We have simulated changes in atmospheric pressure as well as variations in sample pressure that can be due to maintenance problems (such as clogs in sampling lines, pump failures…), due to excessive overpressuring of analyzers during calibration (whereas in normal operating conditions samples are subject to vacuum), and due to changes in the number of analyzers sucking from the same manifold.
Our statistical analysis has revealed that all of the data sets obtained at pressures differing from the calibration one in ±10 kPa were significantly different from their probability distributions, even when the pressure compensator was on. When the tested differences were  ±5 kPa, only the pressure changes on the sample (not atmospheric ones) had a significant influence on measurements. 

The differences in measurements obtained in this study are practically negligible for fixed analyzers when the differences are due to usual changes in atmospheric pressure (<±5 kPa); however, they can reach up to 7% if ±10 kPa pressure changes take place in the inlet sample line for causes other than changes in ambient pressure. These sample line changes can be controlled and minimised if maintenance tasks (changes of particulate filters, testing of sampling lines…) and analyzer calibration (preferably in a slight vacuum close to the one taking place during normal operation) are carried out frequently and correctly. 
Although the results of this paper are likely to change from one analyser to another, or even when modifications are made in the internal software of the same analyser, we show a common effect of pressure on measurements and a methodology to determine the extent of the variations for individual analysers, which could be of general interest.
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