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Abstract

The change in light intensity that takes place when an ambient air sample is drawn into the detection chamber of a chemiluminescence monitor generates changes in the concentrations of several species, such as NO2, NO and O3. Although this phenomenon has been known for several decades, there is still no commonly accepted approach on when or how to correct for it in NO2 and O3 readings. In this work, we have assessed the expanded uncertainty of two chemiluminescence NOx analyzers commercially available according to EN 14211:2005, with the aim of establishing the maximum allowable standard uncertainty due to the reaction between NO and O3 in the sampling system. Although this maximum allowable uncertainty can not be a universal value –as it will depend on the performance of each analyzer-, our results have led us to propose the conservative value of 2%. We have also proposed a methodology for improving data quality which could be easily implemented by those responsible for air quality data validation.
Keywords: Chemiluminescence, nitrogen oxides, uncertainty, ozone, residence time.
1. Introduction
1.1. Uncertainty in nitrogen oxide measurements obtained by chemiluminescence analyzers 
Directive 2008/50/EC (EC Directive 2008) on ambient air quality and cleaner air for Europe establishes the requirements of Member States regarding fixed measurements. In general, those zones or agglomerations whose maximum concentrations of gaseous pollutants exceed their corresponding lower assessment threshold should be provided with, at least, one fixed measurement site. Nitrogen dioxide (NO2) and nitrogen oxides (NOx, which is the sum of NO2 and NO -nitric oxide-) are part of the group of pollutants regulated by EC Directive 2008/50/EC. Apart from their harmful effects on health, they are a source of severe environmental problems such as smog formation, acid rain, global warming and ozone layer weakening (Gómez-García et al. 2005).
The same Directive stipulates that the maximum expanded uncertainty permitted for NO2 and NOx measurements obtained with fixed monitors is 15% and that it must be calculated according to the Guide to the Expression of Uncertainty in Measurements –the GUM method- (CEN 1999) prepared by the European Centre for Normalisation (CEN). This Guide states that the uncertainty of a variable y dependent on others, xi, must be calculated by means of the law of propagation of uncertainties, whose general expression is:
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where f is the function that correlates the variable y with the different variables xi, u(xi) is the standard uncertainty of xi and r(xi,xj) is the correlation coefficient between xi and xj. The partial derivatives in eq 1 are sensitivity coefficients and describe how the output y varies with changes in the values of the different inputs xi.
The reference method for measuring nitrogen dioxide and nitrogen oxides in air is chemiluminescence with ozone (O3). This method is based on the chemical reaction of NO in air samples with ozone generated in situ to form electronically excited NO2 (eq 2):
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       (λ=600-3000 nm)               (3)
The activated nitrogen dioxide (NO2*) decays to a lower energy level according to eq 3. Although the emission spectrum goes from 600 to 3000 nm, with a maximum in 1200 nm, chemiluminescence NOx analyzers employ filters to only measure radiation ranging from 600 to 875 nm, approximately, in order to avoid interferences from other compounds, mainly water vapour. The released radiation is proportional to the reactant concentrations, provided that the pressure and temperature conditions remain constant:
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K is the proportionality constant that depends on the composition of the matrix gas and on the rate constants of reactions (2), (3) and of those reactions for NO2 deactivation by collisions with other molecules (Clough and Thrush 1967). If the concentration of one of the reactants is much higher than the other one, it can be assumed that the intensity of the emitted reaction is directly proportional to the concentration of the limiting reactant (Glover 1975). In the case of chemiluminescence with ozone to quantify NO:
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where 
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The quantification of NO2, which is the main NOx gas regulated in Directive 2008/50/EC, is possible by reducing NO2 to NO and thus enabling NOx chemiluminescence analyzers to quantify, simultaneously or alternatively, NO and NOx concentrations, by bypassing or not, respectively, the NO2-to-NO converter. The concentration of NO2 is then calculated indirectly by means of eq 6.
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where Eff  is a coefficient that measures the efficiency of the conversion of NO2 to NO. As NO2 readings are not obtained by direct measurement, their uncertainty according to GUM is calculated from eq 7.
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(7)
Gerboles et al. (2003) carried out a thorough evaluation of the different sources of uncertainty in NO2 measurements obtained by chemiluminescence with ozone following the guidelines of GUM. From the different sources of uncertainty taken into account (converter efficiency, repeatability, response time, linearity, sampling line loss, interferences, matrix effects, drift, synchronicity and concentration levels of NO and NOx), the most important ones turned out to be NOx and NO levels and water vapour and peroxyacetyl nitrate (PAN) interferences. These authors remind the reader that the use of eq 7 requires applying previous corrections to compensate for systematic effects that significantly influence the readings. 
The European standard procedure EN 14211:2005 “Standard method for the measurement of the concentration of NO2 and NO by chemiluminescence” (CEN 2005) uses a different approach also covered by GUM to calculate the expanded uncertainty of NO2 readings, i.e., by means of the square root of the sum of the individual contributions –standard uncertainties- that influence NO and NOx measurements. In this case, sensitivity coefficients 
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, instead of being calculated from eq 6, are experimentally obtained, measuring the variation of y originated by a variation of a given variable xi, keeping constant the rest of the input magnitudes that affect y. Thus, for instance, the combined uncertainty of NO2 readings calculated from certain performance characteristics in both laboratory and field according to EN 14211:2005, is given by eq 8: 
     
[image: image10.wmf]2

2

2

2

2

,

,

2

,

,

2

2

int,

2

int,

2

2

2

2

2

2

,

2

,

2

,

2

,

2

)

(

)

(

2

2

)

(

2

cg

RT

EC

D

lv

l

d

z

l

d

av

neg

pos

O

H

v

st

gt

gp

lv

l

f

r

lv

r

z

r

c

u

u

u

u

u

u

u

óu

u

u

u

u

u

u

u

óu

u

u

NO

u

sc

+

+

+

+

+

+

+

+

+

+

+

+

+

+

+

=

          (8)

where the different addends are the square standard uncertainties of the following individual contributions to uncertainty of NO and NOx channels: 
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 due to long-term drift at zero and at the hourly limit value, respectively.

By multiplying the combined standard uncertainty by a coverage factor (generally by 2 for 95% coverage), the expanded uncertainty, Uc, can be obtained.
Currently, the standard EN 14211:2005 is under revision. The draft European Standard PrEN 14211:2010 (CEN 2010) introduces some differences with respect to the former version. Regarding eq 8, the new draft does not take into account the standard uncertainty due to the formation of NO2 in the sampling line, thus reinforcing the necessity of applying corrections if deviations are important.

1.2. Increase of NO2 concentration in the sampling line due to the presence of O3
In the troposphere and in the presence of sunlight the concentrations of NO, NO2 and O3 are in a dynamic equilibrium determined, mainly, by the following reactions (Butcher and Ruff 1971): 

                                         NO2 + hυ → NO + O                                                    (9)

                                        O + O2 + M → O3 + M                                                  (10)

                                        O3 + NO → NO2 + O2                                                   (11)
If the light intensity decreases suddenly, as when the sample enters the analytical system inlet, reaction 9 is no longer important and the NO and O3 concentrations will decrease because of reaction 11 (Butcher and Ruff 1971), which produces higher detectable concentrations of NO2 in the system than those found outdoors. Besides depending on the magnitude of the light intensity change, the increase in NO2 concentrations also depends on ambient O3 and NO concentrations and on the residence time in the sampling system. Moreover, the percentage deviation depends on the NO2 concentration in air.

From reaction 11 it can be deduced that the increment in the NO2 concentration, Δ[NO2], is obtained by means of eq 12, where the subindexes 0 and t refer to the ambient concentrations and the ones measured by the analyzers after a residence time t, respectively, if we accept that there are no other species in the air that can also be oxidized by ozone.  
                                      Δ[NO2]= [NO2]t -[NO2]0=[O3]0-[O3]t                                   (12)

In Annex A of the standard EN 14211 (in its two versions), eq 13 is used to correlate [O3]0 with [O3]t, [NO]t and residence time, t:
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where k is the rate constant of reaction 11, 1.8·10-14 cm3·molecule-1·s-1 (4.43·10-4 mol·nmol-1·s-1) at 298 K (Atkinson et al. 2004).

Combining eqs 12 and 13:
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Eq 14 allows us to estimate the increase of NO2 concentration in the sampling system from [O3]t and [NO]t, the residence time and the temperature, supposing a sudden decrease of light intensity to zero. From these parameters, only the residence time is related to the analyzer and the monitoring station design. 
Establishing a maximum allowable value for the standard uncertainty due to NO2 increases in the sampling system is a complex task due to the different parameters that take part in the process and the wide range of values that these parameters can have. EN 14211:2005 establishes a maximum NO2 increase of 4 ppb without fixing the outdoor NO2 concentration which means that rather high uncertainties are accepted if ambient NO2 concentrations are low (e.g. if ambient NO2 is 20 ppb and an increase of 4 ppb is accepted we are assuming deviations of 20%). On the contrary, draft PrEN 14211:2010 stipulates that the maximum residence times inside the NOx analyzer before the sample reaches the reaction chamber and inside the external sampling lines must each be less than 3 s; that is, a maximum time of 6 s is set from when the sample is drawn until it reaches the reaction chamber of the NOx analyzer. There is no a maximum increase in NO2 concentrations in the draft.
This residence-time minimisation helps to reduce the uncertainty in NO2 readings, even though, as mentioned above, the final deviation involves the participation of many parameters.
The importance of residence times has been known for several decades. In 1971, Butcher and Ruff stated that residence times of 10 s can bring about deviations higher than 10% in readings. Likewise, McClenny and Luecken (2000) pointed out the necessity of short residence times to minimize the reaction between NO and O3, and advised applying corrections if such times are not achieved. These authors also indicated that, in general, deviations <10% are expected as a consequence of this effect in normal ambient conditions. At any rate, some measurement correction must be performed to achieve high quality data for input to air quality simulations and observationally based models (McClenny and Luecken 2000), and to meet the requirements of the legislation regarding data quality.
To date, there is still no commonly accepted criterion determining when and how to correct NO2 readings for the reaction between NO and O3 in the sampling lines. In this work, a maximum acceptable deviation is argued and a correction procedure is given for those cases where deviations are greater than the proposed limit.
2. Experimental section
In order to obtain an approximate value for the expanded uncertainty of chemiluminescence NOx analyzers and, consequently, set the maximum deviation due to the NO/O3 reaction in the sampling lines, we carried out the type approval test described in EN 14211:2005. For this purpose, we used both a Thermo Scientific 42i (TS) analyzer and a SIR S5012 (SIR) analyzer. The tests were performed as described in the mentioned standard, both in the laboratory and in the field (Table 1), excluding the contribution of the studied effect in the NO2 uncertainty calculation. The laboratory tests were divided into four groups depending on the nature of the performance characteristic whose influence on the readings was to be checked. 

The groups were:  intrinsic characteristics of the analyzers, ambient conditions, interferents and external aspects. In some cases –shown in brackets- the tests could be placed in more than one group. Since the execution of the type approval test is not the aim of this paper but rather a way to determine the expanded uncertainty of two commercial NOx analyzers and, thus, be able to justify a maximum deviation in readings due to the reaction between NO and O3 in the sampling system, we do not provide herein a detailed explanation of the test procedures, which will be the aim of a future work. This paper will just show the results obtained.
Table 1.- Laboratory and field tests described in EN 14211:2005 for the type approval test of NOx chemiluminescence analyzers.
	
	Group
	Test

	Laboratory
	I- Intrinsic characteristics of the analyzer
	· Response time
· Standard deviation of repeatability at zero
· Standard deviation of repeatability at the hourly limit value

· Lack of fit
· Difference between sample and calibration ports
· Short term drift at zero
· Short term drift at span concentration
· Averaging time (and II)

· Efficiency converter

	
	II- Ambient conditions
	· Sensitivity coefficient to sample pressure (and IV)

· Sensitivity coefficient to sample temperature.

	
	III- Interferent substances
	· Water vapour (and II)
· Carbon dioxide 
· Ozone 
· Ammonia 

	
	IV- External characteristics 
	· Sensitivity coefficient to electrical voltage
· Uncertainty of calibration gas 
· Sensitivity coefficient to surrounding temperature

	Field
	
	· Long term drift at zero
· Long term drift at span concentration
· Standard deviation of reproducibility


The laboratory tests were carried out in a controlled atmosphere chamber. Zero air was used as the matrix gas. Ambient air was compressed and dried by a Jun-Air oilless compressor model 2OF1202-150DB6 provided with an adsorption dryer. The air was then forced to go through three active charcoal cartridges with a special coating for removing nitrogen oxides, and, lastly, the air was thermally conditioned. For this purpose, a climatic chamber was used and gas mixture generation was also carried out inside it. The air flow, once inside the climatic chamber, was split into two lines in case it was necessary to add water vapour. Pollutant incorporation was done by means of permeation tubes (NH3, from Vici Metronics Inc.), dynamic dilution from gas cylinders (NO in N2 and pure CO2, from Air Liquide España S.L.) and a gas calibrator Sir S5000 from SIR S.A. (NO2 and O3). The flowrates of the pollutants obtained from gas cylinders and the one of zero air were measured and controlled by massflow controllers (Bronkhorst High-Tech B.V.). Permeation rates were calculated gravimetrically. In order to homogenize the concentration, the blends were made to go through a mixer which increased the residence time and generated a turbulence flow. Immediately afterwards, a sampling line was connected to the analyzers. The two analyzers tested were set up inside a different thermally conditioned chamber whose temperature was independently controlled. Both analyzers were connected to an Aline voltage stabilizer with ±1% stability. The operational ranges of the controlled test chamber are shown in Table 2.

The field test was simultaneously carried out with both analyzers during a 3-month period at one of the monitoring stations in the Comunidad Autónoma de la Región de Murcia (Spain) air quality network.
Table 2.- Operational ranges of the controlled atmosphere chamber
	Concentration
	0 – nmol/mol – µmol/mol

	Sample temperature
	0-40º C

	Surrounding temperature
	15-30º C

	Sample pressure
	80 a 110 kPa

	Sample relative humidity 
	0-95 %

	Voltage 
	220-230-240 V


2. Results and discussion
2.1. Expanded uncertainty of NO2 readings in the hourly limit value (HLV) according to EN 14211

Results of the performance characteristics and their standard uncertainties described in EN 14211:2005 are shown in Table 3 for the two analyzers tested. Tests were carried out according to the guidelines of the mentioned standard with the exception of the following aspects which, from our point of view, improve the uncertainty calculation:
· Measurement uncertainty was not calculated for a concentration of 505 nmol/mol, as stated in EN 14211:2005, but for 105 nmol/mol, which is the hourly limit value established in Directive 2008/50/EC.

· Ozone interference in NO readings was not evaluated as both compounds react before reaching the reaction chamber, and thus the subsequent decrease in NO readings cannot be attributed to interference.

· Averaging time was calculated by directly averaging the analyzer readings, not by using either independent or individual measurements (look up their definitions in EN 14211:2005 or PrEN 14211:2010).

· The expanded uncertainty calculation was carried out according to the draft PrEN 14211:2010, in which some of the expressions for calculating the standard uncertainties due to several performance characteristics are different from the ones in the former version. Moreover, the pressure range used for calculating the standard uncertainty due to changes in sample pressure was 98-104 kPa, instead of 80-110 kPa, which is extremely high for a monitor set up in a fixed location.
· The standard uncertainty due to reproducibility standard deviations in field conditions was not used in eq 8 because the two analyzers tested were not from the same manufacturer.

· Herein, we calculate the expanded uncertainty only from the combined laboratory and field performance, and we pay no attention to the expanded uncertainty calculated from laboratory tests alone, since the former includes the latter and will always be higher.

Table 3.- Standard uncertainties of laboratory and field performance characteristics that contribute to the combined standard uncertainty of NO2 readings, uc, and necessary parameters to calculate them.
	Performance characteristic
	TS Analyzer
	SIR Analyzer

	
	Test results
	Standard uncertainty (nmol/mol)
	Test results
	Standard uncertainty (nmol/mol)

	Repeatability at zero
	Sr,z= 0.06 nmol/mol; m= 142.6
	ur,z=5.02E-3 
	Sr,z= 0.46 nmol/mol; m= 36.7
	ur,z=75.9E-3 

	Repeatability at HLV
	Sr,lv= 0.315 nmol/mol; m= 142.6
	ur,lv= 0.026 
	Sr,lv= 0.522 nmol/mol; m= 36.7
	ur,lv=0.086 

	Lack of fit
	Rmax=0.52%
	ul,lv=0.378 
	Rmax=1.17%
	ul,lv=0.851 

	Sample pressure sensitivity
	bgp= 4.76 (nmol/mol)/kPa
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770 nmol/mol; Δgp= 6 kPa
	ugp=2.25 
	bgp= 7.98 (nmol/mol)/kPa
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770 nmol/mol; Δgp= 6 kPa
	ugp=3.77 

	Sample temperature sensitivity
	bgt= -0.9 (nmol/mol)/º C
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771 nmol/mol; Δgt= 30º C
	ugt=-2.12 
	bgt= -1.1 (nmol/mol)/º C


[image: image34.wmf]=

pNO

C

762 nmol/mol; Δgt= 30º C
	ugt=-2.63 

	Surrounding temperature sensitivity
	bst= 1.29 (nmol/mol)/º C
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770 nmol/mol; Δst= 8.3º C
	ust=0.843 
	bst= 1.93 (nmol/mol)/º C
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772 nmol/mol; Δst= 5.2º C
	ust=0.788 

	Voltage sensitivity
	bv= 0.22 (nmol/mol)/V
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721 nmol/mol;  Δv= 15.8 V
	uv=0.292 
	bv= 0.03 (nmol/mol)/V
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722 nmol/mol; Δv= 20.5 V
	uv=51.6E-3 

	Interferences:

Water vapour
	XH2O,z=0; XH2O,ct=-25 nmol/mol;
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505 nmol/mol
	uH2O=-4.13 
	XH2O,z=0.2; XH2O,ct=-22.4 nmol/mol;
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494 nmol/mol
	uH2O=-3.21 

	Ammonia
	XNH3,z=0.2; XNH3,ct= 1 nmol/mol;
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494 nmol/mol
	uNH3=1.51E-4
	XNH3,z=-1.5; XNH3,ct= 0.3 nmol/mol;
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508.4 nmol/mol
	uNH3=-9.21E-3

	Carbon dioxide
	XCO2,z=0; X,CO2,ct=2 nmol/mol;
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500 nmol/mol
	uCO2=0.354
	XCO2,z=0.2; X,CO2,ct=-0.2 nmol/mol;
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514.2 nmol/mol
	uCO2=99.8E-3

	Averaging time
	Xav= 3.14%
	uav=2.29 
	Xav= 2.41%
	uav=1.75 

	Calibration gas
	Xcg= 0.98%
	ucg=0.52 
	Xcg= 0.98%
	ucg=0.52 

	Differences in sampling ports
	Dsc= 0.52%
	uDSC=0.546 
	Dsc= 0.17%
	uDSC=0.179 

	Converter efficiency
	Econv= 100%
	uEC=0.0 
	Econv= 98.5%
	uEC=1.58 

	Long term drift at zero
	Dl,z= 0.1 nmol/mol
	ud,l,z= 0.07 
	Dl,z= 3.54 nmol/mol
	ud,l,z= 2.45 

	Long term drift at HLV
	Dl,lv= 4.4 %
	ud,l,lv= 3.20 
	Dl,lv= 4.6 %
	ud,l,lv= 3.35 


As can be seen in Table 3, the greatest contributions to the expanded uncertainty in both analyzers came from water vapour interference, changes in sample pressure and temperature and long term drift. Of these, the first three are susceptible to being corrected, thus making it possible to significantly reduce the uncertainty in the readings.

On substituting every standard uncertainty from Table 3 into eq 8, combined standard uncertainties in the NO2 hourly limit value of 6.61 and 7.48 nmol/mol for TS and SIR analyzers, respectively, were obtained. The expanded uncertainties, Uc, calculated from the previous combined standard uncertainties by multiplying by a coverage factor of 2, turned out to be 13.2 and 15 nmol/mol, respectively, which in relative values meant expanded uncertainties of 12.6 and 14.3% for each analyzer. Comparing these values with the maximum uncertainty permitted by the corresponding legislation (15%), we can see that both analyzers are below the limit, although the SIR analyzer is rather close to it.

2.2. Maximum acceptable standard uncertainty due to the increase of NO2 in the sampling system
The maximum acceptable standard uncertainty as a consequence of the studied phenomenon, uΔNO2, can be estimated for each analyzer by means of eq 15 when uc takes the maximum value permitted in the legislation. Since the maximum expanded uncertainty is 15% and the hourly limit value of NO2 is 105 nmol/mol, the maximum absolute expanded uncertainty is 15.8 nmol/mol. The maximum combined standard uncertainty, uc, is, therefore, half of it, 7.9 nmol/mol. 
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Taking into account the previous discussion, the maximum value that uΔNO2 can adopt so that the TS and SIR analyzers respect the maximum limit of expanded uncertainty is 4.28 and 2.47 nmol/mol, respectively, which expressed in relative values is 4.07% and 2.35% for each analyzer.

Establishing a maximum acceptable uncertainty due to the increased NO2 concentration in the sampling system is unavoidably an arbitrary issue. The results obtained by testing these two analyzers can give an idea of the maximum acceptable deviations but it is impossible to establish a valid value for all of them. Thus, deviations greater than 4% should be corrected if we work with a TS analyzer whereas those greater than 2% should be rectified when working with an SIR analyzer.

As a conservative criterion, which could be validated for any individual instrument, we suggest that deviations higher than 2% in NO2 readings should be corrected in order to respect the maximum expanded uncertainty established in the legislation. 
2.3. Procedure for correcting NO2 readings 

Eq 14 can be expressed as follows (eq 16), by substituting ΔNO2 by 0.02, according to the discussion in the previous section.
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from where:
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The increase in NO2 concentration in the sampling system is a natural phenomenon that can occur depending on ambient conditions. The residence time of this system is the only parameter related to analyzer design and, therefore, the only one to a certain extent controllable. The draft PrEN 14211:2010 establishes a maximum residence time of 6 s, taking into account the sampling lines in and out of the analyzer.
Using eq 17 for residence times of 4, 5 and 6 s, different functions that relate [NO2]t to [O3]t and [NO]t, can be obtained for each of them, where the maximum percentage deviation is the limit established (2%). Eq 17 has been graphically represented in Figure 1, which shows [NO2]t vs [NO]t for different [O3]t concentrations, according to the following criteria:

1. NO and NO2 concentrations were limited up to 200 ppb which corresponds to the NO2 alert threshold.

2. The O3 concentrations considered corresponded to the O3 objective value (60 nmol/mol), a half, fifth and tenth of it (30, 15 and 6 nmol/mol, respectively), and its alert threshold (120 nmol/mol).
3. 298 K was taken as the ambient temperature.

The expanded uncertainty for a 95% confidence interval has been calculated for every point in Figure 1. As we have selected the values of [NO]t, [O3]t and t, they can be treated as constants with no uncertainty. The only uncertainty contribution is that from the rate constant k.

[NO2]t combined uncertainty was then calculated by applying GUM method to eq 17:
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with the following result:
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Standard uncertainty of k, u2(k), was obtained from Atkinson et al 2004. Expanded uncertainty of [NO2]t was calculated by multiplying its combined uncertainty by a factor of 2.

Figure 1 shows that the relationship between [NO2]t vs [NO]t for a given [O3]t concentration and a deviation of 2% in NO2 readings is practically rectilinear for usual concentrations of these compounds in air. 
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Figure 1.- NO2, NO and O3 concentrations that produce NO2 increases of 2% with (a) 4 s residence time, (b) 5 s residence time, and (c) 6 s residence time, for an ambient temperature of 298 K.
It can be seen from Figure 1 that, as the residence time becomes higher, and for given NO and O3 concentrations, the NO2 limit concentration to meet the maximum deviation criterion also becomes higher. This means that if the NO2 concentration is lower than the value determined by the corresponding O3 line and the NO concentration, the deviations due to the reaction of NO and O3 will be >2%. In other words, as the residence time increases, and for given NO and O3 concentrations, the ambient concentration of NO2 must also increase so that the NO2 produced because of the studied phenomenon will remain negligible in relative terms. It can likewise be seen that as the O3 concentration increases, the probability of deviations >2% due to this effect also increases, given the lesser area above the line determined by the O3 concentration. To clarify this reasoning, we have included Figure 2, where generic concentrations of [NO]t, [NO2]t and [O3]t measured by a hypothetical analyzer with a residence time t, are related. 
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Figure 2.- Generic representation of  NO2 vs NO concentrations measured by a chemiluminescence analyzer as a function of O3 concentration, for a given residence time t and ambient temperature T.
Representing the measurements of NO and NO2 on Figure 2 gives three possible situations: 
1. If the point is on the [O3]i line that corresponds to the O3 concentration measured –as is the case of point A- [NO2]t has a deviation of 2%.

2. If the point that represents [NO2]t and [NO]t is above the corresponding O3 line –as is the case of point B- the percentage increase in the NO2 concentration is lower than the maximum deviation adopted (<2%). 
3. If the point that represents [NO2]t and [NO]t is below the corresponding O3 line –as is the case of point C- the percentage increase in the NO2 concentration is higher than the maximum deviation adopted (>2%).

Our observations on the last two situations can be checked against eq 16. Thus, if [NO]t and [O3]t remain constant and [NO2]t increases/decreases with respect to [NO2]tA (see Figure 2), ΔNO2 must decrease/increase, respectively, to keep the equation consistent. In other words, the line corresponding to [O3]i splits Figure 2 into two regions. In the upper area, the acceptability criterion is verified, whereas in the lower area, it is not. This procedure lets us relate the implied species concentrations and gives us a generalized perspective of the different situations that can occur.
Taking into account the above discussion, we propose:

1. Recommending residence times as low as possible and below 6 s.
2. Using eq 17 to calculate [NO2]tA, that is, the NO2 concentration that would lead to a 2% deviation in readings, taking into account the ambient temperature, the residence time, and the measured daytime O3 and NO concentrations. The value of the rate constant k can be found in the literature for temperatures ranging between 195-308 K (Atkinson et al. 2004). 
3. Comparing [NO2]tA with the NO2 measurement. If the latter is smaller than the former, use eq 17 to calculate the current 
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. Once it is known, correct the measurements. 

The described procedure could be easily implemented in the data treatment software commonly used to validate air pollution data, and it would significantly reduce the uncertainty in measurements, especially when there are high concentrations of O3 in the ambient air. 
3. Conclusions

The change in ambient conditions that takes place when an air sample is introduced in the analytical system inlet can bring about significant deviations in NO2, NO and O3 readings. The importance of these deviations depends primarily on the magnitude of the light intensity change, the temperature, the concentration of the three participating gases and the residence time in the sampling system.
In this work, an assessment of the expanded uncertainty in NO2 readings according to EN 14211:2005 and PrEN 14211:2010 was carried out for two chemiluminescence NOx analyzers. The expanded uncertainties in NO2 readings in the hourly limit value were 12.6 and 14.3% for TS and SIR analyzers, respectively, which imply maximum standard uncertainties due to the reaction of NO and O3 in the sampling system of 4.07 and 2.35% for each analyzer in order to meet with the maximum expanded uncertainty set by the Directive 2008/50/EC (15%). Taking into account these results, we suggest 2% as the maximum allowable standard uncertainty due to the mentioned phenomenon. When deviations are higher than this value, corrections are highly encouraged.
Illustrative graphs as a function of residence time, temperature and O3, NO and NO2 concentrations have been made in order to detect the situations in which corrections should be applied. The proposed procedure for data correction can be easily implemented on worksheets, and it should help to improve air monitoring data validation and, subsequently, air quality management.
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