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ABSTRACT The clinical environment is one of the most important sources of sensitive patient data in
healthcare. These data have attracted cybercriminals who pursue the theft of this information for personal
gain. Therefore, protecting these data is a critical issue. This paper focuses on an analysis of the clinical
environment, presents its general ecosystem and stakeholders, and inspects the main protocols implemented
between the clinical components from a security and privacy perspective. Additionally, this article defines a
complete use case to describe the typical workflowwithin a clinical setting: the life cycle of a patient sample.
Moreover, we present and categorize crucial clinical information and divide it into two sensitivity levels: High
and Very Sensitive, while considering the severe risks of cybercriminal access. The threat model for the use
case has also been identified, in conjunction with the use case’s security and privacy needs. This work served
us as basis to develop the minimum security and privacy requirements to protect the use case. Accordingly,
we have defined protection mechanisms for each sensitivity level with the enabling technologies needed to
satisfy each requirement. Finally, the main challenges and future steps for the use case are presented.

INDEX TERMS Clinical scenario, patient data, privacy, security, threat model.

I. INTRODUCTION
The clinical setting is a significant part of the health-
care domain, involved in the process of diagnosing and
treating patients. Essentially, the term ‘‘clinical’’ is often
accompanied (i) by ‘‘laboratory’’, understood as the place
where patient’s samples are analyzed to diagnose injuries or
problems; or (ii) by ‘‘data’’, referring to the data generated
through the procedures conducted in the laboratory. This
domain is one of the largest sources of data in the health sector
[1] and has becomemore important in recent years because of
the sensitivity of the information generated there [2], which
is associated with physical persons.

Clinical data is of particular interest to cybercriminals
because it contains sensitive information about patients that
is also long-lived, unlike another type of information, e.g.,
credit cards, which can be suspended after notification to the
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bank [3]. With this information, cybercriminals can defraud
insurers, create fake treatments, and impersonate real people.
The impersonation or theft of information is known as a
Data breach and is one of the greatest threats to the clinical
scenario and healthcare. In 2022, several data breaches
were produced with negative consequences, such as i) the
Shields Healthcare Group data breach, where two million
records (Medical Records, Patient IDs, etc.) with sensitive
information were stolen; ii) the Broward Health data breach,
where 1.3 million records were taken from the database;
and iii) the Morley Companies data breach, where nearly
half a million records were encrypted due to a ransomware
attack [4]. In addition, cyberattacks could affect the health of
patients through implanted devices used for their treatments,
such as defibrillators and insulin pumps. Battery leakage and
eavesdropping are two of the most common attacks on these
types of devices [5].

In many cases, the clinical environment is also composed
of oldmachines, whichwere createdwhen security was not so
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important. Besides, these machines use proprietary software,
which is complicated to analyze and protect. Therefore,
there is a real need to protect the clinical domain as it is
one of the primary information sources for healthcare since
this is where patient samples are analyzed and treatments
are applied. However, the origin of the attacks (insecure
operations or security and privacy issues) is an important
aspect to address. In this context, the work presented in
[6] clarified this question. They analyzed the cyberattacks
in Asian Organizations, which might be useful to have a
clear picture. They found that the lack of anti-malware, poor
infrastructure, lack of cybersecurity awareness among the
healthcare staff, and the absence of risk management led to
breaches in the healthcare sector. Besides, they found a survey
by a US organization indicating that 60 percent of healthcare
staff cited email as the main point of attack for compromising
the system. This last aspect belongs directly to an insecure
operation, in conjunction with efficient anti-phishing email
detectors. Still, it is very important to analyze the clinical
infrastructure and communications since deficiencies in this
domain can support these insecure operations.

In this context, this paper aims to provide a complete view
of the clinical environment, showing the general architecture
with the stakeholders and components involved as well as the
protocols used in the clinical area, and revealing the grade
of security and privacy implemented by each one. It also
presents the use case modeled in this article, the life cycle
of a patient sample, defining the steps and their security
and privacy needs. This paper also presents a specific threat
model, including attacks that affect the use case defined.
Moreover, this paper examines the possible types of clinical
data generated and their uses in this sector, dividing them
into two levels, depending on each data/use’s sensitivity
grade. This classification aims to present a list of protection
mechanisms for each level, depending on an enumeration of
requirements created for satisfying the security and privacy
needs previously identified. All these novel contributions
are defined to support future research works in the clinical
domain.

The rest of the article is organized as follows. Section II
explores the related works available in the literature, as well
as the official standards and regulations. Section III presents
the clinical environment and the definition of the use case
with the clinical sample life cycle model. Section IV declares
the threat model identified for the use case. Next, Section V
develops the security and privacy requirements applied to the
use case defined, with the minimum protection mechanisms
identified for each of them. Finally, Section VI explains the
conclusion and work’s next steps.

II. RELATED WORK
This section shows a list of relevant papers found in the
literature regarding the healthcare and clinical environment
and the official mandatory regulations to be considered
regarding security, privacy, and the protection of data in the
healthcare and clinical sector.

A. REVIEW OF LITERATURE
In this section, we revise different articles that deal with the
security and privacy requirements, needs, and technologies to
use in the clinical domain. Table 1 compares the features used
in the study of the works identified in the literature with this
article to identify the contributions made. This table includes
different columns regarding the content of each research
work: work reference, the creation year, the domain (clinical
or healthcare), review of clinical protocols, presentation of
clinical or healthcare architecture, definition of the pathway
or information flow produced in a clinical use case (as the
one presented in Section III-C), classification of clinical
data types, security requirements, secure technologies, secure
mechanisms, inclusion of privacy in the work, and the
presentation of a threat model for the use case.

The literature has widely examined security and privacy
in healthcare in general. In this context, some reviews
inspect security and privacy, current work in the field,
and future steps in healthcare. To begin with, Newaz et
al. [7] presented the security and privacy requirements of
the healthcare environment, the threats (Denial of Service,
Ransomware, etc.), and protection solutions (Side-channel
analysis, hardware-based, software-based, etc.) focused on
healthcare devices and applications, and the future research
areas, such as the lack of standard communication protocols
and privacy-preserving healthcare systems.
López et al. [15] complemented the previous work adding

more security and privacy requirements, listing all threats
that occurred in healthcare (Eavesdropping, Data breach,
etc.) and aligned them with MITRE ATT&CK framework
[17], classifying protection mechanisms researched in the
literature (Blockchain-based, Anomaly detection, Proxy-
based, etc.).

These articles are focused on healthcare from a generic
point of view, in contrast to the work presented in this article,
which deals with a more specific scenario, namely the clinical
environment. The security aspects found in these works will
be used to formalize the use case defined in Section III.

Regarding clinical environment-based works, Cowan [8]
conducted research about security and confidentiality in
laboratory computer systems. This work is the first found in
the literature to talk about security in a clinical domain. The
author presented different security guidelines for protecting
a laboratory system, such as backing up data, safeguarding
sensitive information, selecting good passwords, etc. He also
defined the need for different security levels to provide gran-
ular access to laboratory records. Although it is an old paper,
it is still interesting to introduce the clinical environment.
Ameen and Ahmed [9] designed an e-laboratory system.
They studied the main threats and protection mechanisms for
this system (intrusion detection, network monitoring, etc.).
Kenimer [11] addressed privacy in clinical laboratory science.
She mainly studied the impact of laboratory information on
patient safety, as well as the definition of a clinical decision
support system. She evaluated the consistency of such a
system in terms of privacy.
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TABLE 1. Summary of the state-of-the-art studies revised (where Req. = requirements, tech. = technologies and mech. = mechanisms).

Cucoranu et al. [10] explained Protected Health Informa-
tion (PHI) as patient data that must be protected. The authors
showed protection mechanisms that can be implemented in
a pathology laboratory: (i) Hardware security to protect the
physical facilities (Endpoint security); (ii) Software security
to protect the software components (Passwords, Single Sign-
On, Access control, Biometrics, and Audit trails); (iii) Data
security to protect the data itself (Data integrity, Data
protection, Data recovery, and Data encryption); (iv) Internet
security (Firewall and Antivirus); (v) Interfaced instruments
(analyzers) with an external connection; and (vi) Mobile
devices mainly from practitioners. This work was performed
in 2013 but gives readers a clear view of laboratory security
and privacy aspects to be considered.
Patel et al. [16] addressed the cybersecurity in a clinical

environment. They identified the main components of this
scenario, such as Electronic Medical Record systems (EMR)
and middleware, which will be presented in Section III. They
listed Malware, Phishing, Man-in-the-Middle, and Insider
Threats as relevant attacks in this environment. Besides, they
showed different security controls, such as establishing a
cybersecurity culture, using strong passwords, encrypting
data, etc., all of them from a high-level perspective. Finally,
they enumerated interesting regulatory and standard groups
like the Health Insurance Portability and Accountability
Act (HIPAA) and the National Institute of Standards and
Technology (NIST) to identify the security and privacy
requirements for the health domain. These are the most
interesting papers regarding security and privacy in a clinical
environment found in the literature.

To continue, the works conducted in [12], [13] presented
two pathway models about two use cases in the clinical
environment: osteosarcoma diagnosis and medical imaging
care. These pathway models present the workflow followed
by the patient data and samples in the two use cases defined.
They are very useful to understand the clinical environment,
and both will be used in Section III to define the clinical
sample life cycle pathway model, the use case defined in this
article. In addition, both works exposed security and privacy
elements. Rahmouni et al. [12] designed some security
labels to protect sensitive data (Anonymized, Encrypted,
Obfuscated, etc.), while Essefi et al. [13] defined a model

to enforce sensitive data protection. However, both works
do not cover the security and privacy field from a selection
mechanism perspective to protect this environment. The work
conducted by Yang et al. [14] presented the Internet of
Things (IoT) as a new tendency in the recent context. This
work is not directly related to the clinical domain, but the
laboratories also have IoT, and the future laboratories could
need technologies like the one presented by Yang et al..
They implemented a federated learning (a machine learning
technique to train algorithms in a distributedmanner) solution
to apply with IoT technology.

To conclude, the relevant papers studied in this area still
present some gaps that are addressed in this article. Table 3
graphically exposes all these gaps. To cope with them, this
article contains the following contributions: (i) explanation of
the main architecture and components involved in a clinical
domain as well as the definition of a complete use case with
these components; (ii) review of the main clinical protocols
from a security and privacy perspective; (iii) classification
of the different clinical data types, explaining the grade of
sensitivity of all of them; (iv) enumeration of a threat model
with the attacks targeted in the clinical environment; (v)
definition of the security and privacy requirements to secure
the clinical use case; and (vi) presentation of technologies to
effectively protect the use case regarding the sensitive data
involved in each requirement.

B. OFFICIAL REGULATIONS
The official regulations provide the vision that international
governments have about protecting healthcare. In this con-
text, the European Union (EU) and the United States (US) are
two principal regions working on legislation to regulate and
manage this critical environment. The clinical environment
is included as a subset of healthcare. Therefore, it is also
affected by the directives created for healthcare.

Starting with the US, HIPAA is the official regulation for
processing and protecting data in the health environment [18].
HIPAA implements the HIPAA Security Rule to safeguard
PHI and the HIPAA Privacy Rule to address the use of
people’s health information.

The Food and Drug Administration (FDA) [19] is a
regulatory agency of the US Department of Health and
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Human Services. This agency enforces regulations and
standards to protect food, drugs, etc. Its most relevant part is
theMedical Device regulation because it ensures that medical
devices meet safety and performance standards and monitors
their manufacturing, distribution, and use. The NIST [20]
is another US agency focused on promoting innovation
and industrial competitiveness by advancing measurement
science, standards, and technology. It has efforts in the
health domain, providing biomedical research, guidelines to
secure Electronic Health Records (EHR), and cybersecurity
standards, in general, which may support the creation and
development of new protection mechanisms.

EU has also designed different regulations. The most
important is the General Data Protection Regulation (GDPR)
[21], created for the management and protection of Euro-
pean citizen data. GDPR defines Personal Data being the
information that directly or indirectly identifies an individ-
ual. It includes laws for different purposes, such as data
processing, individual rights, user consent, data security and
breach notification, data transfers, and data protection impact
assessments. Regarding data, an interesting EU regulation
appears with the Data Governance Act [22], where the highly
sensitive category of health data is addressed. This regulation
is focused on establishing a framework for data sharing
and data intermediaries within the EU. This regulation is
interesting since it addresses the highly sensitive category of
health data, which will be used in this article in Section III-D,
especially in transferring this information to third countries.

Finally, the European Health Data Space (EHDS) [23]
regulation implements a European framework where citizens
from different countries can attend any hospital in the
European continent and receive medical assistance. The
regulation presents the requirements needed to implement
this framework. It will be considered in the following sections
when presenting the classification of health data. In the work
performed in [24], a questionnaire was designed to identify
possible recommendations to apply to the EHDS. Some
interesting recommendations obtained were the adoption of
cybersecurity standards, expanding open infrastructures, and
facilitating secondary use of health data for research and
innovation. This type of use for health data will be deeply
addressed in Section III-D.
All regulations directly impact the implementation of

security and privacy in healthcare and, subsequently, the
clinical environment. These regulations have been considered
in the contributions performed in this article, making
them regulations-compliant. For instance, the contribution
presented in Section III-D complies with the content shown
in the EHDS regulation.

III. USE CASE: CLINICAL SAMPLE LIFE CYCLE PATHWAY
MODEL
This section presents the components involved in a clinical
environment, the protocols used, and their limitations in terms
of security and privacy. Besides, this section defines the

clinical sample life cycle pathwaymodel, the use case defined
in the context of this work.

A. BACKGROUND
The clinical environment is composed of different compo-
nents, as observed in Figure 1. This representation of the
clinical environment has been validated with a national com-
pany that installs laboratory machines in Spanish hospitals,
including the reference University Clinic Hospital of the
authors’ geographical zone.

The components are usually assigned to a hospital, which
houses laboratories and external components. On the one
hand, the Electronic Medical Record (EMR) system and the
Laboratory Information System (LIS) are deployed in the
hospital scope since the information they contain is shared
between all hospital stakeholders. The EMR is the central
component that stores the patient’s EHR and implements the
different procedures to perform in a healthcare environment
(prescriptions, telemedicine, patient portal, etc.). The LIS
connects the laboratory instruments (analyzers) and the EMR.
This component understands the data format of the result
generated by the analyzer and uploads it to the EMR registry.

On the other hand, the Middleware elements and the ana-
lyzers are placed in the laboratory scope as the final machines
in charge of analyzing the patient samples (understood
by the Middleware as tests). The Middleware component
deployed in each computer can be linked to one or more
analyzers to collect and process the result of the tests
received and send the results to the LIS for further analysis
and validation. The analyzers are responsible for generating
the results of physical samples collected from patients. All
these components are communicated by different clinical
protocols, which are presented in the following section.

B. CLINICAL PROTOCOLS
Figure 1 shows different protocols which are used by the
components presented above. These protocols have been
extracted from the literature [25], [26] and from interviews
made with the Spanish clinical company about the clinical
domain. Moreover, these protocols are analyzed from a
security and privacy perspective and following their position
in the OSI layers. As a result of this analysis, we can point
out that the clinical protocols do not implement effective
security and privacy mechanisms to protect clinical data.
Besides, we might highlight the date of creation of these
protocols, which still is quite old. The summary of protocols
studied is presented in Table 2, where the year of creation, the
purpose, the mapped OSI layer to allocate it, and whether the
protocol presents security/privacy mechanisms and threats
are encompassed.

In the analyzer/Middleware scope, LIS1-A (ASTME1381)
[27] and LIS2-A2 (ASTM E1381) [28], designed by the
American Society of Testing and Materials (ASTM), model
the communication. The former specifies the low-level
protocol to transfer messages between laboratory instruments
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FIGURE 1. Clinical environment ecosystem.

and computer systems, while the latter defines the infor-
mation transmitted over LIS1-A standard. LIS2-A2 is also
used between Middleware and LIS to send the information
collected from the analyzers. From a security perspective,
LIS1-A does not implement any data security [29]. Regarding
LIS2-A2, it includes demographic information (patient
address, telephone number, etc.), which is not protected and
might be breached by a malicious actor. The last standard
from the ASTM organization is ASTM E1384 [30], which
defines the EHR structure and content. In security and privacy
terms, it includes operational principles in its content related
to security and privacy, such as confidentiality protection,
type of information, practitioner signature, etc.

Health Level Seven (HL7) is a family of standards to
define clinical data exchange. In this context, HL7 v2 is
considered one of the most widely implemented standards
in healthcare information systems [31]. It describes the data
shared between healthcare providers and clinical scenarios.
This standard delegates the security to lower OSI layers being
vulnerable to different attacks, such as Denial of Service and
Flooding attacks [32].

HL7 v3 Reference Information Model (RIM) improves
HL7 messaging format using object paradigm, which is
formalised using Unified Modelling Language (UML) dia-
grams [33]. Compared with HL7 v2 in security and privacy
terms, HL7 v3 also fails to implement specific mechanisms
to secure the data transmitted with it [34]. Other HL7
standards are HL7 v3 Clinical Document Architecture (CDA)

and Continuity of Care Document (CCD). HL7 CDA is an
XML-based standard that allows interoperability between
healthcare providers and patients. It defines the structure
and semantics of a ‘‘clinical document’’ encompassing all
information related to medical reports. HL7 CCD is a
collaboration between ASTM and HL7 also to provide
interoperability. Essentially, HL7 CCD is a subset of HL7
CDA with the combination of ASTM’s Continuity of Care
Records. This standard intends to give an understanding of a
patient care event at a particular time [35]. In security terms,
both HL7 CDA and CCD do not incorporate any protection
mechanisms for the data modeled [36].

The last HL7 standard is HL7 Fast Healthcare Interop-
erability Resources (FHIR), which implements a modular
approach by exposing health data entities as services
using HTTP-based REST and API [37]. These entities
are formalised as FHIR Resources, managed with the
API, and exposed to stakeholders as web services. HL7
FHIR offers security recommendations in different areas,
such as authentication, access control, etc. [38]. Besides,
it implements security labels to model aspects like the
confidentiality of the data [39]. However, this protocol is
susceptible to threats like replay and man-in-the-middle
(MitM) attacks (several intermediates), horizontal scalability
(if the server is compromised), etc. [40].

Regarding medical digital imaging, Digital Imaging and
Communications in Medicine (DICOM) is used by the
typical clinical machines that generate medical images,
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TABLE 2. Protocols available in the clinical scenario.

such as X-ray machines, Ultrasound machines, etc. [41]
Communication security is not addressed in its definition,
which has produced different threats with devices using this
standard; for example, remote attacks on heart pacemakers,
Bluetooth defibrillators, etc. [42]. Besides, complex attacks
can be performed as the work addressed in [43], where
they demonstrated a DICOM vulnerability based on Fuzzing
technology.

Finally, SNOMEDCT and Logical Observation Identifiers
Names and Codes (LOINC) are presented. SNOMEDCT is a
comprehensive and multilingual clinical reference terminol-
ogy representing clinical information. It is understood as an
ontology of medical concepts. LOINC is a community-built
universal code that allows the exchange of laboratory and
clinical observations [44]. For both SNOMED CT and
LOINC, there is no security/privacy-related content in the
literature since these standards are only used to identify the
clinical data and laboratory results and the form of measuring
them.

C. CLINICAL SAMPLE LIFE CYCLE PATHWAY
The two previous sections have offered a complete view
of the stakeholders/components as well as protocols in the
clinical domain. In this section, a complete use case is
presented to cover the lack of an effectivemodel in the clinical
environment.

Figure 2 presents the sample life cycle pathway model,
showing the life cycle of a patient’s sample, from the medical
appointment until the procurement of the final result. This
model has been inspired by the works performed in [12], [13],
presented in Section II-A. Besides, the model presents the
threats affecting each use case process. This threat model will
be detailed in Section IV.
The pathway starts with the patient’s request to make

an appointment (step 1), which is sent to the EMR,
authenticating the patient (step 2) and establishing the doctor-
patient appointment. This is the traditional form of making an
appointment, but some exceptions might appear here, such
as accidents where the patient is brought to the emergency

department by ambulance. Such cases do not fall under this
generic use case.

Next, the practitioner requests access (step 3.1) to the
patient’s data (medical history, patient information, etc.) on
the precise date. If the patient is not registered, a new entry is
created in the EMR (step 3.2). Otherwise, the doctor retrieves
the essential data for the consultation (step 3.3 and step 4).
In this procedure, the model supposes that the patient has
authorized the doctor to access his/her medical data. At this
time, the practitioner generates an order (step 5) to start
the collection of samples through a Computerized Physician
Order Entry (CPOE) [45].

The CPOE is registered into the patient EHR (step 7)
according to ASTM E1384, HL7 CDA/CCD, or HL7
FHIR standards, which contains the patient’s medical history
and clinical data. Furthermore, the test is established into
the LIS (step 6), part of the laboratory environment, through
HL7 standards format (HL7 v2 and v3). This component
comprises a collection of software, operating systems, and
hardware designed to serve the operational processes of
the clinical scenario [25]. Essentially, the LIS contains
one or more dictionary tables for each operation process.
Afterward, the practitioner (e.g., nurse) takes the sample
(step 8) collected from the patient, adds a bar-code, and sends
it to the LIS (step 9.1).

The LIS completes the entry created (step 9.2) above
with the following information: demographic information
that samples can have from the patient, a specimen number
that links the test order and patient information, and if the
sample contains different containers; each one receives a
Container ID (CID), all being modeled with SNOMED CT
and LOINC standards. This CID is the ID that the practitioner
visualizes in the instruments when the sample is examined.
Besides, the LIS can receive information from the doctor-
patient appointment, which is used in the next steps for
completing billing information. For public institutions, the
billing model would be circumvented.

The Middleware receives the requests from the LIS to start
an analysis (step 10), communicating it with the analyzer

137088 VOLUME 11, 2023



A. L. Martínez et al.: Comprehensive Model for Securing Sensitive Patient Data

FIGURE 2. Clinical sample life cycle pathway model.

through ASTM standards (LIS1-A, LIS2-A2), and obtaining
the result (from the analyzer) to perform the first processing
with rules and mechanisms pre-configured by the vendor.
Furthermore, the analyzer vendor provides Medical Device
Interface (MDI) software to allow communication between
the LIS and the analyzer. Thus, the LIS receives the results
and understands the format and the content provided.

The analyzer examines the sample (step 11) and the result
is collected by the Middleware (step 12), processed in the
first instance, and sent to the LIS (step 13). At this stage,
the LIS verifies the results through different algorithms and
rules installed in this component. These algorithms/rules can
be customized, such as a validation to inspect biochemical
data of cancer patients [46]. This procedure can conclude in
an invalid result, updating the EHR patient (step 14.1 and
step 14.2), and starting the procedure established, such as
restarting the sample collection process (step 14.3). Besides,
the billing component of EMR is informed (step 14.4) with
the operation details and information about the test (process
performed with the patient sample) analyzed by the LIS in
order to apply the necessary expenses. In a correct validation,
the doctor-patient communication is produced anew via a
physical appointment (step 15.1), a call, etc. In this encounter,

the procedure is defined for the patient’s disease/problem
(step 15.2 and step 15.3).

Finally, both the user and practitioner must have access to
the EHR to retrieve the patient’s history (steps 16 and 17),
such as tests and treatment procedures produced. Thanks to
this register, it is possible to have control of the patient data,
used in the future to know the patient pathologies, allergies,
etc. As detailed, the black point found in the bottom part of
the diagram is the final state of the workflow, reached from
various steps.

As an individual procedure, the LIS and the EMR systems
store information (steps 7 and 14.2) about the patient and
the test performed to conduct doctor treatment procedures.
However, in some instances, secondary uses of data can
appear to cover other needs in the clinical environment. They
can be clinical uses (aggregated data to infer population
outbreaks), operational uses (performance of analyzers),
research uses (use data for designing new medications),
business uses (calculation of costs), etc. [25]. Illustrated
by these secondary uses, a consistent data warehousing
must be designed, taking in mind aspects like clinical data
standards, the performance requirements of the requests,
and so on.
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D. CLASSIFICATION OF CLINICAL AND HEALTH DATA
In the clinical environment, primary and secondary uses for
the clinical data can appear, understood the former as the data
needed for the health services affecting and maintaining the
state of health of people, and the latter as the data needed
for the clinical uses, operational uses, research uses, business
uses, etc.

This section has the purpose of classifying the different
types of clinical and health data, taking into account these
two families of uses.

This effort also supposes the division of health data
uses into a classification, High and Very Sensitive, defined
by the level of criticality of the specific information if a
breach/attack is produced and the information is publicly
exposed. First of all, the clinical and health data uses are
extracted from the EHDS [23], regulation commented in
Section II-B. EHDS presents a complete list of primary and
secondary uses of health data. The classification in High
and Very Sensitive levels is realised by exploring the Data
Governance Act [22], which defines the specific data uses
that are very sensitive, especially when shared with third
countries.

Here, the contribution of the paper at hand is classifying
such primary and secondary uses of health data extracted
into the two levels commented. The data uses allocated in
the primary use are directly used in the treatment procedure
defining and maintaining people’s health. In this case, all
types are allocated to the Very Sensitive level of security
and privacy protection due to this information’s criticality.
On the other hand, the types of secondary uses encompass
a wider variety of uses. In this case, it is possible to classify
uses into the High and Very Sensitive levels, depending on
the purpose of the information. The decision and validation
to include several secondary uses in the Very Sensitive level
are derived from the EHDS regulation, which takes the Data
Governance Act regulation to affirm such secondary uses as
highly sensitive, as commented above.

In Table 3, starting with the first level, Data impacting
on health incorporates data affecting health without having
personal data from a social, environmental, and behavioural
perspective. Pathogen genomic data includes information
about possible pathogens affecting human health, i.e., studies,
results, and conclusions. Identification data related to
practitioners contains information about the professionals
involved in treating patients. Feedback from data holders
regarding data permits, understood as the decision of a health
data provider to a data user for processing the electronic
data specified in the data permit. Health-related adminis-
trative data includes the information stored from claims,
reimbursements, bureaucracy, etc. Population-wide health
data registries encompass grouped data from data holders
to derive information to the population level. Questionnaires
and surveys collect people’s wellness concerning services
offered by practitioners, physical facilities of the hospital, etc.
Finally, Electronic Health Data (EHD) related to education,
lifestyle, and wellness can store various information related

to wellness people, from insurance to education and lifestyle
data.

Regarding the Very Sensitive level of secondary use
in Table 3, Electronic Health Records (EHR) imply all
patient information, with their history, treatments, laboratory
results, etc. This information can be used, for instance,
in aggregated studies to obtain possible information about
pandemics. Person generated health data unites all health
information belonging to a person, collected from medical
devices (invasive, non-invasive), health apps, etc. Human
genetic, genomic, and proteomic data collects the intrinsic
human characteristics that everyone has from birth, such as
his/her blood group.EHD frommedical registries for diseases
can require information from patients with certain diseases,
which could be helpful in studies of other diseases. EHD from
clinical trials is the information stored from the experiments
performed to bring to market a newmedicament or treatment.
EHD from medical devices encompass the collection of
information from these devices, as in previous use, but
dedicated to creating or researching medicinal products and
devices. To conclude, EHD from biobanks and databases are
also used in the investigation in the clinical and biomedicine
environment.

E. IDENTIFICATION OF SECURITY AND PRIVACY NEEDS IN
THE USE CASE
Focusing on security and privacy, the whole process from
Figure 2 should be secured, and selected components must
implement protection mechanisms to secure user informa-
tion. This section’s contribution is composed of identifying
the critical components/steps and presenting the current
security mechanisms implemented by default in the pathway.

The EMR system, the LIS, and the Middleware must be
protected with sophisticated security mechanisms. However,
other elements can appear, such as networked drives hosted
on servers administrated by the laboratory, hospital, external
partners, etc., to implement, for instance, the data warehous-
ing explained above. These elements are configured in a
client/server networking and might store critical patient and
sample data for primary and secondary uses offered as shared
resources for different users.

On the other hand, in Figure 2, we have marked, with
a symbol representing protected shields, the steps where
security and privacy must be offered due to the data
exchanged (considering the data classification presented
above) in the steps or the operation processes performed on
them. For example, the user authentication step into the EMR
is a process that should be secured since an attacker could
impersonate the patient to perform malicious activities.

Focusing on the LIS, McCudden et al. [25] conducted
a complete review of the LIS with the different phases,
elements, and critical factors that this component contains.
Their work presents mainly two levels of security: access
control and encryption, derived from GDPR and HIPAA
directives, both explained in Section II-B. McCudden et al.
[25] indicated that file and directory accesses are managed
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TABLE 3. Classification of primary and secondary uses of health data.

via access control lists. Regarding encryption, these authors
provided two main mechanisms: file system-level encryption
and full disk encryption. However, their work only presents
general information related to security and privacy without
commenting on any specific algorithm or mechanism in this
environment. Therefore, there is a real need to contribute
useful indications and statements to the clinical environment.

To cope with these needs, our paper aims to enrich the
literature with the security and privacy mechanisms needed,
considering the pathway model shown in this section.

IV. USE CASE THREAT MODEL
The use case defined in Section III might have different
threats/attacks affecting its stakeholders. This enumeration of
attacks is defined as a threat model for the clinical domain and
is a novel contribution of this paper.

Bearing in mind the use case, the attackers could
have different motivations: (i) monetary, the attackers use
techniques to produce abnormal situations and ask for a
ransom; (ii) extortion, the malicious actors gain access to
sensitive data/operations and oblige professionals/patients to
meet their conditions; and (iii) impersonation, the attackers
can use identities stolen to buy, for instance, unauthorized
drugs or medicines. These options motivate the attackers to
compromise the use case through the threat model presented
below.

Thanks to López et al.’s work [15], presented in Section II,
a complete list of attacks affecting healthcare has been
discovered. The contribution here is to identify the specific
attacks focused on the clinical environment.

The threat model shown in Table 4 presents the list of
attacks focused on the clinical environment defined. For
each attack, the technical stakeholders affected (Instrument,
Middleware, LIS, EMR, and Practitioner), the attack vector
indicating if it needs physical access (PA) and user interaction
(UI), and a brief description are indicated.

The first attack is Malware, a type of malicious software
that aims to damage, disrupt, or gain unauthorized access to
a computer system or network. All types of malware might
affect the clinical environment, for instance, through a USB
stick plugged into the final analyzer, spreading themselves

into the laboratory (virus, worm, etc.), or legitimate software
used on the laboratory computers (trojans).

The main malware type in the clinical use case is Ran-
somware. This type of malware encrypts critical patient data
and demands a ransom for its release. Ransomware attacks
on clinical environments can result in the loss or corruption
of this information, leading to a significant disruption in
healthcare operations and patient care. An example of its
impact was the attack produced in the Clinic Hospital
in Barcelona, which obliged to cancel 150 non-urgent
operations and 3,000 appointments [47].Moreover, this threat
might disable the analyzers and produce concrete issues in the
clinical sample life cycle pathway model.
Social engineering, Phishing, Password intrusion, Imper-

sonation, Unauthorized access, and Data breach attacks are
all interconnected and can lead to severe consequences in the
clinical environment if not addressed promptly. One of the
worst consequences is the unauthorized disclosure of sensi-
tive patient information, as the data breach produced in the
US by an unauthorized party that had access to certain system
and removed copies of personal information [48], leading to
severe violations of privacy and potential identity theft. Social
engineering attacks are often used to gain unauthorized
access to sensitive information or systems, mainly in the
authentication-based stakeholders (Practitioner, EMR, LIS,
and Middleware). Here, the Password intrusion attack might
appear as another social engineering technique to force (brute
force or through personal information obtained from the user)
the user credentials. The EMR might be the main objective
since it encompasses a great part of the sensitive patient data.
Phishing attempts to mislead the practitioner, and it is the
most prevalent cybersecurity threat in healthcare, as UpGuard
company said in its annual report [49]. Unauthorized access
attacks can occur when attackers exploit vulnerabilities in
the technical stakeholders or use stolen login credentials to
gain access to sensitive information. Finally, Data breach
attacks are triggered when attackers successfully execute
the Unauthorized access attack. The materialisation of this
attack in the clinical use case can even damage the health of
patients. Analyzing again the UpgGuard annual report, Data
breach is located in the third position as one of the most
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TABLE 4. Threat model for clinical sample life cycle pathway model (where PA = physical access and UI = user interaction).

relevant attacks in healthcare, and subsequently in the clinical
domain [49].

To continue,Firmware modification attack involves chang-
ing the software firmware of the device. The most potential
stakeholder affected by this threat is the analyzer. However,
the intruder should need physical access to this component.
Device cloning attack entails creating a copy of a legitimate
clinical device. The attacker here might leverage the cloned
device to modify the analyzer operations or access sensitive
data. Regarding Hardware trojan attack, an attacker could
implant a hardware trojan in a medical device during the
manufacturing process or through a supply chain attack,
which involves introducing the trojan at some point in the
supply chain. Traditionally, this attack can be focused on
analyzers, but the rest of the technical stakeholders are also
susceptible to suffering this kind of threat.

Focused on clinical databases, SQL injection targets
databases by inserting malicious SQL statements into input
fields, such as login forms, to gain unauthorized access
to patient data or modify existing data in the database.
The analyzer is excluded from this threat since it normally
generates the record and sends it directly to the Middleware.
Sniffing attack involves eavesdropping data across a

network. In this case, an attacker could intercept communi-
cations between all technical stakeholders. Tampering attack
can occur when attackers modify medical records, clinical
data, or device settings to cause harm to patients or disrupt
clinical operations. Here, the main point to execute this attack
is the analyzer since the whole clinical sample life cycle
pathway model can suffer deviations with respect to the

data obtained. Another attack focused on the analyzer is the
Side channel attack. This threat uses the physical properties
of a device, such as its electromagnetic emissions, to infer
sensitive data.

To conclude, Denial of Service (DoS) and Outdated OS
appear. On the one hand, Denial of Service consists of
flooding a system with traffic or requests to overwhelm it,
making it unable to function. This attack might cause worse
effects depending on the visibility of the attacker in terms
of the clinical landscape. In addition, the variation called
Distributed DoS uses multiple computers synchronized to
flood the technical stakeholder and cause an exponentially
greater impact as the number of sources of the attack grows.
This threat occupies the fourth position of the UpGuard
annual report cited above [49]. On the other hand, the
Outdated OS attack leverages the problem of clinical systems
that are not updated or patched regularly, leaving them
vulnerable to exploitation. This fact appears due to the
proprietary software used by the technical stakeholders in
many cases, some of which are unmaintained.

V. DEFINITION OF SECURITY AND PRIVACY
REQUIREMENTS FOR CLINICAL SCENARIO
This section covers the needs identified in Section III-E,
providing a comprehensive declaration of specific security
and privacy requirements to satisfy the characteristics and
procedures that appeared in the use case. Table 5 presents
22 requirements extracted from the definition of the clinical
sample life cycle pathway model explained so far, as well as

137092 VOLUME 11, 2023



A. L. Martínez et al.: Comprehensive Model for Securing Sensitive Patient Data

the threat model defined for it. The creation and validation
of these requirements were based on the previous work, the
EHDS, GDPR, and HIPAA regulations, as well as several
on-site visits to a Spanish hospital where the functioning of
these environments was verified and investigated.

In Table 5, the information provided for each requirement
is: the requirement ID, marking some of them as optional; the
description; the attacks covered, as identified in Table 4; the
mapping of requirements with the steps shown in Figure 2;
the technical security and privacy requirements obtained from
López et al.’s work [15], presented in Section II-A, and also
from the main regulations created by the US and EU; and
finally, a novel definition of the protection mechanisms by
the data uses levels (High and Very Sensitive) defined in
Section III-D. This effort defines the minimum protection
mechanisms to implement at each level.

The three first requirements in Table 5 are focused on
authentication and access control to the clinical scenario.
R1 presents the need to authenticate internal and external
users. R2 and R3 define that the use case must provide
resource access, data, and services when the indicated users
are needed, knowing the certain privileges/rights assigned.
These requirements share CIA (Confidentiality, Integrity,
Availability) and implement Authentication to verify users
with valid credentials for R1; Resiliency, with the imple-
mentation of a security scheme to protect the assets even
in the worst conditions for R1, R2, and R3; Authorization,
to guarantee rights assigned to a user when is authenticated;
and Identification, by assigning an identifier to users into
the clinical environment for R1 and R2 as technical security
requirements; in addition to EHDS, GDPR, and HIPAA
compliance as privacy requirements.
R1, R2, and R3 present similar protection mechanisms.

On the one hand, all contain Blockchain-based mechanisms.
Blockchain works with blocks, which store immutable and
publicly available information inside this ledger. In general,
many researchers have incorporated blockchain technology
in clinical environments and healthcare [26], [51], [52],
[53], [54], [55]. Highlighting the work performed in [54],
they proposed the main advantages that this technology
offers to healthcare data management systems, such as
health data accuracy, health data interoperability, health
data security, health data handling costs, global health
data sharing, and improved healthcare data audit. Besides,
different efforts have been performed to integrate blockchain
with some of the protocols explained in Section III, such
as HL7 FHIR, performed in [26]. In addition, some works
address authentication and access control with blockchain,
for instance, the work conducted in [56]. This work designed
an architecture and an Advanced Signature-based Encryption
algorithm to identify, secure, and authenticate healthcare
IoT devices, using joint probability of IoT devices with
random number generation. Regarding the type of blockchain
to use, the work of Mamun [57] stated that a private
blockchain, as opposed to a public blockchain, should be
used in this environment since health information is critical

and the performance of current public blockchains (Bitcoin,
Ethereum, etc.) is limited.

On the other hand, the protection levels of R1, R2, and
R3 contain the levels proposed by the NIST in the NIST
SP 800-63A and SP 800-63B, allocated into SP 800-63-3
‘‘Digital Identity Guidelines’’ [58]. This document is selected
due to the need to manage the patient’s identity, and the
NIST performs great work in such field. In this document,
Identity Assurance Level (IAL) is defined as the identity
proofing process; Authenticator Assurance Level (AAL) as
the authentication process; and Federation Assurance Level
(FAL) is referred to an assertion created to communicate the
authentication and attribute information to a relying party
(RP) [58]. IAL, AAL, and FAL implement three different
categorizations regarding the protection needed.

Firstly, the NIST defines the IALs as follows:
• IAL1: there is no requirement to link the user to the
person’s identity in real life. The possible attributes used
in the process are self-signed by the platform.

• IAL2: the user’s identity must be remotely or phys-
ically identified. The attributes must be asserted by
the Credential Service Provider (CSP) to the RP for
pseudonymizing the identity.

• IAL3: the user’s physical presence is necessary to
demonstrate his/her identity. The CSP must assert the
attributes to the RP for pseudonymizing the identity.

To continue, the NIST defines the AALs as follows:
• AAL1: the user is authenticated via single-factor or
multi-factor authentication using available technologies,
such as password-based credentials, facial recognition,
or behavioural biometrics. The successful process must
be demonstrated via a secure authentication protocol.

• AAL2: the authentication must be performed via
two distinct authentication factors, requiring proof of
possession, through secure authentication protocols. The
successful process must be demonstrated via a secure
authentication protocol.

• AAL3: the user is authenticated via a key through a
cryptographic protocol. The authentication shall use
a hardware-based authenticator and mechanisms to
provide impersonation resistance.

Finally, the NIST defines the FALs as follows:
• FAL1: the RP receives a bearer assertion signed by the
Identity Provider (IdP) using cryptography.

• FAL2: in addition to FAL1, the assertion must be
encrypted. The RP is unique and can decrypt it.

• FAL3: the assertion has referenced a cryptographic key
that must be presented for receiving the bearer assertion.

In this context, the three requirements R1, R2, and R3
should implement AAL2 at the High level and AAL3 at the
Very Sensitive level. For access control, if the federation is
needed, FAL2 and FAL3 shall be implemented in R2 and R3
for High and Very Sensitive levels, respectively.

The following two requirements are R4 and R5. R4 can
be traduced as the protection for ‘‘Data at Rest’’, and R5
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TABLE 5. Definition of Security and Privacy requirements for clinical scenario.

for ‘‘Data in Transit’’, the protection when the data are
stored and when are transmitted. From R5, the Robustness
security requirement is listed since the system must be
implemented to cover possible abnormal situations. Besides,
R4 needs certain specific privacy requirements: Anonymity,
by masquerading the information to hide user’s identity;
Unlinkability, to also hide the receiver of information; and
Untraceability, to prevent the tracing of messages. All of them
are linked with the process of transmitting data privately.
Lastly, the protection levels are also particular for these
two requirements and have been extracted from the US
institutions since they explain in a more concrete format the
algorithms to use in each case.
R4 is mainly protected by the digital signature algorithms

to verify the authenticity of a document/file, the critical estab-
lishment of cryptographic keys for secure communication,

and data in transit. In contrast, while R5 is protected with the
algorithms of data at rest. The specific algorithms and their
strength are established in theNIST SP 800-57 [59]. This doc-
ument establishes as the two most substantial security values
for Rivest-Shamir-Adleman (RSA), Elliptic Curve Digital
Signature Algorithm (ECDSA), Diffie Hellman (DH), and
Advanced Encryption Standard (AES), the ones presented
in the High and Very Sensitive columns of Table 5. RSA
(Integer-factorization cryptography) and ECDSA (Elliptic-
curve cryptography) are used for integrity protection and
key establishment; DH (Finite-field cryptography) for key
establishment; and AES for encrypting and decrypting data,
mainly at rest.

The reason to apply the two most essential security values
from SP 800-57 is that the US government establishes these
two values for the data with Secret and Top Secret labels,
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the most restrictive information about its operations and
processes as a country. On the other hand, R5 implements
two types of encryption, file system-level encryption, and full
disk encryption, to protect the High and Very Sensitive levels,
respectively.
R6 references the billing process represented in Figure 2

with step 14.4 and requires the correct processing and
transmission of metrics and parameters captured by the LIS
to the EMR, such as procedure performed, result obtained,
etc. Instead, R7 is focused on the Middleware and Instrument
part found in Figure 2 (steps 11 and 12), defending the
correct procurement of results and protecting the machine
in charge of analyzing the patient sample. As a new
technical security requirement, R6 demands Accountability,
understood as the collection and maintenance of logs and
processes performed, for example, with the samples from the
patient to execute an accurate cost breakdown. On the other
hand, R7 needs Fault Tolerance as a security requirement not
considered before. This requirement preserves the security of
a system/environment even when a fault is produced. Here,
the analyzer must be protected under any circumstance.
R6 and R7 share the same privacy requirements as

R1, R2, R3 and R5. To conclude these requirements, R6
implements data protection mechanisms into the protection
levels. Data protection can be traduced as the mechanisms
showed in R4 and R5 (AES, RSA, etc.) to protect both
communications and storage. In contrast, R7 implements
different endpoint protection mechanisms, such as Intrusion
Detection Systems (IDS), Anti-malware, Network isolation,
Secure communications, and Anomaly detection. To classify
these techniques, the FDA-2021-D-1158, created by the Food
and Drug Administration (FDA) [60], has been analyzed
in detail. This document presents different security control
categories (event detection and logging, resiliency and
recovery, etc.) and medical device recommendations. In this
case, the High and Very Sensitive levels share the same
mechanisms. The reason is that the Instrument (analyzer) and
Middleware must be protected inherently for both protection
levels. This requirement tries to resolve the problems in
LIS1-A, LIS2-A2, and DICOM, implementing the protection
mechanisms as an upper layer of such protocols.
R8 covers the need to register and track the test orders

(CPOE) to know the steps, the people involved, and the
processing performed on the sample. R9 is focused on the
step performed when the result is obtained and the validation
to know if the result value is valid. The technical security
requirements ofR8 andR9 have been explained earlier. In this
case, the privacy requirements include pseudonymity and
anonymity to prevent the linkage of a patient with the test
order or sample-derived results, but only when the results are
uploaded to the EMR.

Regarding protection levels, R8 presents Blockchain as an
alternative to satisfy this requirement. As commented above,
Blockchain implements a ledger where the information is
stored through immutable and public blocks. This charac-

teristic allows the use case to track all tasks and processes
performed with the sample. The work conducted in [61]
presented the prominent use cases where Blockchain can be
implemented in healthcare. They showed, for instance, the
medical staff credential verification since each authentication
procedure generates records stored in the Blockchain that
can be examined. The work addressed in [61] also showed
advantages like the transparency of Blockchain, security, etc.,
since all is recorded in the ledger. Finally, there are works
combining SNOMED CT and Blockchain to better accurate
medical decisions [62].

In the case ofR9, it allocates automatic and semi-automatic
verification as protection measures for High and Very
Sensitive levels, respectively. Section III-C explained that
the LIS validates the sample with different algorithms
and rules installed. For the Very Sensitive level, a review
by the authorized person may be necessary to control
the correct validation and the non-exposure of personal
data in the result obtained due to the criticality of this
information.

Looking at Table 5, R10 refers to the protection of personal
and demographic (age, gender, religion, etc.) information
managed in the use case. It needs CIA and Resiliency
as technical security requirements and Pseudonymity and
Anonymity as privacy ones. Regarding protection levels, this
requirement R10 implements Data protection mechanisms,
seeing the same ones presented in R6. R10 is specially
designed to cover the deficiencies found in the clinical
protocols (LIS2-A2, HL7 v2, HL7 v3, etc.), which transmit
demographic patient data without effective protection. On the
other hand, R11 lists the threat model created for this use
case (Section IV), extracted from the work performed in
[15]. In this case, R11 needs more security requirements
and the abovementioned regulations as privacy requirements.
For the protection levels, it implements the main protection
mechanisms already presented in R7, which are IDS, Anti-
malware, and Network isolation.

At this point, six requirements appear regarding user rights,
from R12 to R17. These rights have been extracted from
EHDS regulation and are optional in their implementation,
depending on the maturity of the solution to design. Firstly,
R12 presents the possibility of authorizing another person as
the owner of information for accessing his/her EHRs; R13
incorporates two rights listed in GDPR regulation, the data
rectification and the right to be forgotten, understanding the
former as the right to modify the personal data available in the
EHR and the latter as the requesting of erasing patient data if
the owner as needed; R14 defends the right of the owner to
transmit his/her personal information from one data holder
to another; R15 shows the possibility of restricting access to
EHR to particular medical professionals if the data subject
is requested; R16 provides the ability to request information
from professionals to access the patient’s EHR. And finally,
R17 allows the use case to identify users with an electronic
identification, listed in Regulation (EU) 910/2014 [50].
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All the optional requirements appeared in Table 5, from
R12 to R17, practically share the same technical security
and privacy requirements, taking into account Identification
(uniquely identifying a person with a user) as a new
requirement not considered above.

Regarding protection levels, the first five require-
ments demand to implement Blockchain for their protection,
in addition to AAL2/AAL3 and FAL2/FAL3, the same mech-
anisms presented for R2 and R3. Besides, there is a paradigm
called Self-Sovereign Identity (SSI), which, together with
Blockchain, can provide an effective implementation of
these requirements. SSI allows patients full control over
their personal data, eliminating the centralized third parties
[63]. Implementing this paradigm would be an interesting
future work to secure the clinical use case. To continue, R17
implements the IALs categorizations explained above. In this
case, R17 develops IAL2 and IAL3, which require remote
or physical identification and only physical identification to
recognize the user, respectively.

To finish with the rights and GDPR principles, R18
shows the data minimization principle to be included in
this scenario. Firstly, GDPR defines data minimization as
‘‘the processing of personal data that is adequate, relevant
and limited to what is necessary about the purposes for
which they are processed’’ [64]. This requirement con-
tains CIA and the privacy regulations for the security
and privacy requirements. Concerning protection levels,
privacy-based mechanisms are presented in both cases.
These mechanisms cover pseudonymization, anonymization,
generalization, suppression, and randomization techniques
listed in the EHDS regulation. Besides, the work performed
in [65] explored data minimization in healthcare in general
and, therefore, in the clinical environment. Mukta et al. [65]
presented different techniques to implement this principle:
data masking (anonymize data); access delegation (data
holder uses the data for only the purpose established);
access control, selective disclosure (share only certain data);
and consent management (data owner consent). Lastly,
Mukta et al.’s [65] reviewed Blockchain as a technology to
satisfy this principle in the medical domain.

Finally, four specific requirements (R19, R20, R21, and
R22) appear for the EMR system of Section III-C. This
system component manages and controls the EHR, the
authentication, the medical procedures, etc., which must
comply with the EHDS, GDPR, and HIPAA regulations
from the implementation to the deployment into a clinical
environment. R19, R20, R21, and R22 require the correct
processing or both primary and secondary use of clinical data,
the registry of all operations and accesses performed with the
patient EHR, the audit of controls, procedures, user activities
and the compliance of user rights/standards/security, and the
anonymization/pseudonymization of data allocated into the
system. These requirements contain some of the technical
security requirements already commented on above. Finally,
the mechanisms presented in the protection levels are
shared by the other requirements, such as Blockchain-based,

data protection, AAL2/AAL3, FAL2/FAL3, and privacy-
based protection mechanisms.

This contribution presents a baseline for protecting the
use case operations/procedures and the identified clinical and
health data uses. However, several mechanisms can have
challenges in their adoption and implantation. For instance,
Blockchain technology, which might increase operational
costs in the short term, has a lack of legislative standards
and issues in governance [66]. These challenges should be
considered, but during this section, the benefits shown of
using the enumerated technologies have the potential to
improve the use case defined considerably, such as Data
protection techniques, which can protect clinical data from
data breaches. Regarding technologies selected, Blockchain
appears as the most relevant technology, indicated in several
requirements as a protection mechanism. This technology
should be deeply addressed and studied in future work.

VI. CONCLUSION AND FUTURE WORK
The clinical environment presents quite challenges in security
and privacy terms since it is one of the major sources
of patient data for healthcare. In this work, the clinical
sample life cycle pathway model has been created. As central
contributions, a novel classification of clinical and healthcare
data for their different uses has been created, dividing them
into two sensitivity levels. In addition, the definition of
security and privacy requirements for the use case have been
established. In this context, different protection mechanisms
have been assigned to the identified sensitivity levels after
analyzing the official EU and US regulations.

As commented throughout the paper, the clinical environ-
ment suffers many cyber attacks. In the introduction, two
sources were presented: insecure operations and security
and privacy issues. Thanks to this article, many different
deficiencies and points for improvement have been presented.
Furthermore, this article has designed a list of security and
privacy requirements to secure this environment effectively.

As future work, there are different lines to continue the
research initiated in this article. Creating and standardizing
new clinical protocols could directly impact the level of
security and privacy in a clinical setting. Additionally, the
definition of a practical testing environment could support
all the knowledge concluded in our contributions. For that,
searching for synthetic sources and open-source tools to
represent EMR, LIS, etc. would help the implementa-
tion of the security and privacy requirements defined in
this article.

Another line would be to study the secure technologies
proposed, validating them into the testing environment
previously deployed. For instance, Blockchain technology
has been identified as one of the most promising ones. The
idea would be to take advantage of the different benefits
commented on above. In this context, a comprehensive study
of the best blockchain solutions to include in the clinical use
case would be needed, with their implementations, features,
and requirements for an affordable deployment.
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Finally, the evolution of the clinical use case presented
here to a scalable and distributed environment could expand
the set of requirements and technologies provided. Here, the
SSI paradigm presented in Section V could enhance patient
privacy, giving them control over their data and selecting who
and when can access them.
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