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SUMMARY

Trust is, in some cases, being considered as a requirement in highly distributed communication scenarios.
Before accessing a particular service, a trust model is then being used in these scenarios to determine if the
service provider can be trusted or not. It is done usually on behalf of the final user or service customer, and
with a little intervention of him or her. This is usually happening with the main aim of automatizing the
process and because trust models are normally making use of reasoning mechanisms and models difficult to
understand by humans. In this paper, we propose the adaptation of a bio-inspired trust model to deal with lin-
guistic fuzzy labels, which are closer to the human way of thinking. This Linguistic Fuzzy Trust Model also
uses fuzzy reasoning. Results show that the new model keeps the accuracy of the underlying bio-inspired
trust model and the level of client satisfaction, while enhancing the interpretability of the model and thus
making it closer to the final user. Copyright © 2011 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The Internet, with its services, has changed our life in the last few years. In fact, we are using it
as a way to access online services and applications ranging from simple Web pages with news to
online payment systems or e-banking solutions. For the first set of services, trust is advisable, but in
most cases, it is not a must. However, for the latter, trust represents a key requirement that should
be considered by any user before obtaining access to a service.

Traditional ways of managing trust are no longer applicable when dealing with highly distributed
scenarios. To deal with these scenarios, new models have been designed and implemented in the
last few years. They are based on different techniques, including fuzzy systems, Bayesian networks,
bio-inspired models, social networks, or analytic expressions, among others.

However, most of these techniques usually offer a low level of interpretability of the results being
provided as part of the model. As trust is a sensible issue for humans, clients feel more comfort-
able if they understand how the trust management process works. Poorly interpretable models make
difficult both the interaction between the final client and the model and the sense and rationale that
users can make of the results being provided by the trust model.

The human mind has the remarkable capability to perceive and reason using words instead of
numbers. It is, in fact, the more natural way in which people express and acquire their experience
and knowledge. Interestingly, most of the words used to describe perceptions or categories are rather
vague and imprecise. Temperature perceptions are usually referred to with words such as ‘warm’,
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‘hot’, or ‘cold’ instead of precise measurements or numbers. Science and computers usually work
with numbers. In fact, science has been working quite hard to go from perceptions to measurements.

Nevertheless, even with the great successes of this numeric approach, the description of the sys-
tems based on measurements tend to be quite difficult to understand, even for experts. It would be
interesting to express knowledge about a system using these rather vague words and allow auto-
matic optimization techniques to provide useful models that, using such human words, still provide
competitive performances.

Fortunately, there exists a representation and inference tool that allows for that hybridization in
a natural way. Such a tool is fuzzy logic. In the work proposed in this paper, linguistic fuzzy logic
and fuzzy reasoning provide the framework for knowledge representation, model transparency, and
inference for a trust model for distributed environments. An ant-colony optimization will be guided
using such Linguistic Fuzzy Trust Model (LFTM). The resultant system is able to provide a plat-
form that achieves very high levels of client satisfaction. This system is, at the same time, easy to
interpret, thanks to the use of linguistic fuzzy logic, and is very efficient in its job of providing a
good service.

The paper is structured as follows. Section 2 describes the linguistic fuzzy approach and men-
tions some related work for trust and reputation management. Next, in Section 3, the underlying
base trust model is described. Section 4 covers the newly proposed linguistic fuzzy-enhanced trust
model. The experiments and results are described in Section 5. Finally, the paper ends in Section 6
where the main conclusions and some future work lines are being presented.

2. BACKGROUND

2.1. Fuzzy sets

‘Everything is vague to a degree you do not realize till you have tried to make it precise, and every-
thing precise is so remote from everything that we normally think, that you can not for a moment
suppose that is what we really mean when we say what we think’ [1]. Bertrand Russell states here
that humans do not normally think in very precise terms. He also suggests that precision move us
away from what we really think. In fact, it is interesting to note that validity of most human concepts
is a matter of degree [2]. Therefore, any natural way to express our thinking should allow for the
use of vague words.

Fuzzy sets [3] are sets where a member can have partial membership. This provides a good
tool to represent the aforementioned vague concepts, categories, or perceptions that human mind
is so familiar with. A typical fuzzy set (Figure 1) usually has some members with full member-
ship in a kind of core, prototype, or canonical elements (point b in the figure). There are also some
other members with decreasing membership as we move away from the core (points c, a, and d,
respectively, in decreasing membership value). This can easily represent the usual category that
has some elements that comply with all the characteristics; therefore, we are certain of its cat-
egorization. At the same time, there are some other elements that may not comply with all the
characteristics, or maybe there is not enough information to be sure, or perhaps the case presents
other sources of uncertainty about the membership. These latter elements may still be considered in
such category, but, by using fuzzy sets, they will belong with a reduced or partial membership. The
fuzzy membership of a value x, defined on a domain D, to a fuzzy set S is usually represented as
!S .x/ 2 Œ0..1".
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Figure 1. A typical fuzzy set defined over a real domain.
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It is very important not to mistake fuzziness for probability as they refer to two very different
forms of uncertainty. Probability allows to measure the confidence of an expected outcome of a
future event that, eventually, will happen, and do so in a precise way. But fuzziness represent the
degree of appropriateness of an element being considered as a something, as a member of a group,
or as an example of a concept. For example, to say that Patricia is 0.9 very intelligent would mean,
in fuzzy terms, that the concept of being very intelligent is very appropriate to describe the intelli-
gence level of Patricia. But to say the same sentence in probability terms would mean that Patricia
acts as a very intelligent person 9 out of 10 times, while there will be one time when she behaves
as a fool. Clearly, in many situations in real life, fuzziness is the most appropriate way to represent
what humans think about the world than probability.

2.2. Linguistic fuzzy logic

One of the most useful features of fuzzy sets is the possibility of attaching a linguistic label, that is,
a word, to them [4]. This allows the membership degree of an element to the set to represent the con-
fidence of such element being described by the word. In a way, the membership degree represents
the appropriateness degree for an element to be described by the word (the linguistic label).

This use of linguistically labeled fuzzy sets is called linguistic fuzzy approach. This use is not to
be confused with the most commonly found precise fuzzy approach. In the precise approach, the
fuzzy sets are defined to better fit the data instead of being defined to better fit the words given
by humans. Precise fuzzy models are universal approximators with similar performances to neu-
ral networks and, to some extent, functionally equivalent to them [5]. Unfortunately, precise fuzzy
modeling also shares with neural networks, although to a far less extent, the poor understandability.

In this work, a pure linguistic fuzzy approach is used [6]. This provides transparent models easy
to understand. Although this usually comes at the cost of precision, the proposed model is powerful
enough as to produce underlying models that match the human-given definitions for the linguistic
fuzzy sets without a loss in performance.

In linguistic fuzzy systems, the most common approach is to obtain a fuzzy set first and then
associate a linguistic label to such a set [7, 8]. In a way, this is a pseudo-linguistic approach rather
than pure linguistic, because the human semantically meaningful words are attached, a posteriori,
to computer-generated (usually by data-driven methods) fuzzy sets. In some cases, such attachment
may produce awkward associations. The underlying rationale is trying to obtain nice data grouping
fuzzy sets and rely on the human skill to manage the real language plasticity, thus giving the human
user the responsibility to find an adequate word for such grouping. In summary, in this pseudo-
linguistic approach, the computer tells the humans what are the interesting sets to use, and humans
find a suitable word to semantically attach to them.

But in the current work, a more human-oriented approach, and in a sense, a more pure linguistic
approach, is followed. Here, the usual attachment of labels is performed in the reverse order. That
is, given a word or a linguistic label, a human user defines the fuzzy set that matches his subjective
semantics about that word. In other words, humans tell the linguistic fuzzy system which words to
use, which is his own semantic concept of the word, and the system would try to obtain the best
results while using such particular semantic notion of that human user for these words.

So, in this way of creating the semantic attachment between words and fuzzy sets, the elements
with total confidence of being represented by the word would obtain full membership values to the
underlying fuzzy set. Likewise, elements with less confidence obtain reduced fuzzy membership
proportional to the decrease in confidence.

2.3. Fuzzy partitions and the linguistic approach

So fuzziness allows a quantitative domain to be transformed into a quasi-qualitative one with soft
boundaries between the different categories. The process of converting a number into a fuzzy word
is called fuzzification. Note, however, that not any group of fuzzy set definitions can be used nat-
urally as categories for a variable. In order to be a useful set of categories defined over a domain,
some properties should be taken into consideration for the fuzzy definitions and domain partitions.
These constraints on the membership functions increase its semantic interpretability [9].
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One of such important properties is called completeness or coverage, which states that any value
of the domain should have some membership to at least one fuzzy set. This means that the categories
should cover all possible values. Normality, or that each category have, at least, a value with full
membership, is also important to have because a concept that is always somewhat vague is rather
questionable and not too representative. Yet another useful property is distinguishability, that is,
that no point can have full membership to more than one fuzzy set. This means that the categories
do not overlap in its representative values. If they do overlap, then one of the categories would be
superfluous and confusing and may easily lead to inconsistencies.

An example would clarify these properties. Let the domain being the water temperature be used
in a bath. Let us consider the linguistic (fuzzy) labels to be used in the domain as ‘too hot’, ‘hot’,
‘nice’, ‘cold’, and ‘too cold’. Coverage means that, given any temperature (t ), it will have some
membership value for at least one of the fuzzy sets, that is, any temperature t is either somewhat (or
definitely, depending on the membership value) ‘too hot’ or ‘hot’ or ‘cold’ or ‘too cold’. Normality
means that each label has a range of (or a single) temperature values where we are certain it fully
complies our subjective idea of the label, that is, there is a temperature we are certain that is cold for
a bath, or that is definitely too cold, or hot, and so on. If one of the labels does not have temperatures
with full membership, let say, nice, then it means that nice is a vague concept never to be sure of.
There will always be an uncomfortable feeling of not having a truly nice bath no matter how we
play with temperature. These vague concepts should be avoided if possible, although then again, it
is a recommendation and not a need. Finally, distinguishability means that there is not a temperature
that is, at the same time, fully compliant with two or more labels, that is, no temperature is defi-
nitely hot and too hot at the same time with full confidence. If we add the label ‘safe’ to represent
temperatures that would not kill a bath user (either by hypothermia or by boiling him or her), then
the system would not be distinguishable as a ‘nice’ temperature but a ‘safe’ temperature. Although
in some cases, this kind of overlapping may have advantages most of the time just shows that the
semantic system can be simplified by removing some labels. It may also show that two abstraction
levels have been mixed or that are present at the same time in the representation. indistinguishability
is a situation to be handled with great care as it may easily lead to confusion and/or inconsistencies.
At the same time, it may provide simpler (because of the abstraction) sets of rules. In the present
case, it has been decided not to mix different abstraction levels and keep distinguishability in the
semantic labels utilized.

In the current work, a strong fuzzy partition will be used to define the underlying fuzzy sets (that
will be linguistically labeled). A strong fuzzy partition has the following properties being Si the
fuzzy sets defined over the domain D and x a value of such domain:

8i , 9x 2D,!Si .x/D 1 (1)
8x 2D, 9i , j 8k i ¤ j , k ¤ i , k ¤ j ,

!Si .x/C!Sj .x/D 1 (2)

!Sk .x/D 0

The first expression ensures normality. The second expression states that any particular value of
the domain can belong, at most, to two different fuzzy sets (Si or Sj ) and that the addition of the
membership values for any given value of the domain is equal to one. Note that this last expression
implies both 8xPi !Si .x/D 1 (sum of all memberships equals one) and 8x, 9i ,!Si .x/ > 0 (cov-
erage). Figure 2 shows a typical strong fuzzy partition. Linguistic labels Li will be associated with
each defined fuzzy set Si .

2.4. Trust and reputation management

Previous subsections have given us a broad view on fuzzy theory (fuzzy sets and fuzzy logic) as well
as linguistic labels. As aforementioned, the main goal of the work at hand is to enhance a previous
trust and reputation management model by benefiting from the advantages of expressivity of fuzzy
sets and linguistic labels.
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Figure 2. Linguistic labels and its defining fuzzy sets.

Thus, regarding trust and reputation management in distributed and heterogeneous systems
[10–13], it is important to point out that it has recently arisen as a novel and powerful solution to cope
with some of the current harmful threats [14–16] that slow down the comprehensive deployment and
usage of the so-called information technologies.

In those distributed and heterogeneous scenarios or environments where there is a lack of a public
key infrastructure, or a central authority monitoring and supervising the proper behavior of the mem-
bers within a community, accurate mechanisms to avoid malicious users to perform ill-intentioned
interactions are needed. Such malicious entities must be, therefore, precisely identified and isolated,
preventing this way benevolent users to deal with them.

Many efforts have been done so far in this direction, addressing the issue of trust and reputation
management in several environments. Thus, for instance, a number of trust and reputation models
have been designed and developed for systems ranging from peer-to-peer networks [17–19], to wire-
less sensor networks (WSNs) [20–23], to (mobile) ad hoc networks [24–26], to multiagent systems
[27, 28], or even to vehicular-to-vehicular networks [29–31].

Recently, trust and reputation management has been also applied to some popular fields such as
the so-called cloud computing [32–34], identity management and identity federation [35–37], Web
services [38–40], and the so-called Internet of Things [41]. Hence, it is remarkable that the wide
acceptance as well as a range of scenarios where the application of a trust and reputation model has
been found to be very useful and appropriate.

It is worth mentioning that some authors have already applied bio-inspired algorithms in order to
perform such trust and reputation management. Some examples are Quality of Service-based Dis-
tance Vector Protocol [21], AntRep [42], Time-based Dynamic Trust Model [43] (which make use
of ant colony systems [44] and ant colony optimization [45]), and the one that constitutes the basis
of our new proposal, called Bio-inspired Trust and Reputation Model for WSN (BTRM-WSN) [46].

In turn, some other researchers exploited the benefits of fuzzy logic and fuzzy representation in
order to deal with this topic, leading this way to the development of models such as Comprehensive
Reputation-Based Trust Model With Fuzzy Subsystems [47], A Fuzzy Reputation Agent System
[48], or Pervasive Trust Management [26], among others. Nevertheless, to our best knowledge, this
is one of the first works combining both methodologies in this field, bio-inspired algorithms and
fuzzy logic, profiting from the advantages of each. Bio-inspired techniques have been proved to
obtain quite good outcomes. At the same time, the expressivity achieved by the use of fuzzy logic
and linguistic labels make the models that use them more human interpretable.

This paper is an enhanced version of a previous paper [49], but in this new version, the back-
ground section has been enhanced, and a deeper explanation of the technique being presented has
been provided. Additionally, a more detailed experimentation and a new comparison study have
been added as parts of the new version of this paper.

3. BASE TRUST MODEL

Our enhancement proposal is based on a previous trust and reputation management scheme for
WSNs called BTRM-WSN [46]. In this section, we will summarize the functionality of this trust
and reputation mechanism aimed to be applied in WSNs. Its main goal is to provide each sensor
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in a WSN with an accurate mechanism to decide which other sensor to have a transaction with,
according to the reputation of the latter within the community.

This model considers five types of sensors, as it can be observed in Figure 3, namely clients,
executing the algorithm in order to find the most reputable server providing a certain service; benev-
olent servers, providing a good service; malicious servers, providing a worse service than the one
they offer; relay nodes, not offering the requested service; and those sensors that swap into an idle
state in order to save some energy and that are therefore momentarily not reachable.

BTRM-WSN is a bio-inspired algorithm based on an ant colony system [44], where pheromone
traces represent the probability of finding the most reputable sensor through the most trustworthy
path. This model fulfills the five generic steps for a trust and reputation model proposed in [10, 50],
as shown next.

1. Gathering information
When the algorithm is launched, a set of artificial ants are deployed over the network. Those
ants leave some pheromone traces throughout the paths they travel. Their goal is to find the
most trustworthy node providing a certain service, required by the client executing BTRM-
WSN. To do so, they follow the pheromone traces left by previous ants. Thus, the greater the
pheromone trace a specific path has, the more suitable such route is to be selected as the one
leading to the most reputable node.

2. Scoring and ranking
Once the ants have found a path leading to a node providing the requested service, a score
has to be given to each of those paths. Such assessment is performed through the following
expression:

Q.Sk/D
!k

Length.Sk/PLF
!%Ak , (3)

where Sk is the path returned by ant k, !k is the average pheromone of such path, PLF 2 Œ0, 1"
is a path length factor, and %Ak represents the percentage of ants that have selected the same
solution as ant k.

Figure 3. Bio-inspired Trust and Reputation Model for Wireless Sensor Network: a sample wireless sensor
network.
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3. Entity selection
The path Si with the highest value of Q.Si / is selected by BTRM-WSN as the one leading to
the most trustworthy server in the network.

4. Transaction
The client explicitly requests the service to the selected node who will provide such service
(the one he was offering) or even a worse one depending on his goodness. The client then
evaluates the received service and computes his satisfaction with the performed transaction.

5. Rewarding and punishing
If the client was satisfied with the received service, a reinforcement in terms of pheromone
addition to the path leading to the final service provider is carried out. Otherwise, if the server
cheated, a punishment in terms of pheromone evaporation is carried out. Thus, we either pro-
mote such path (so future ants will choose it with higher probability) or we downgrade it
(having less opportunities to be selected again).

The core of this trust and reputation model consists of the adaptation of the ant colony system
algorithm, as shown in Algorithm 1.

The first change we can appreciate is that the main loop is now defined by a generic condition,
which may be a certain number of iterations (like in the original algorithm) or it can even be a cer-
tain time-out. This definition will depend on the specific WSN this model is going to be applied to.
Furthermore, as shown in [16], this approach is also resilient to several security threats specifically
applicable to this kind of systems.

Algorithm 1. Bio-inspired Trust and Reputation Model for Wireless Sensor Network.

As we will see next, the main enhancement we want to achieve, with regards to this BTRM-
WSN model, consists of providing a higher interpretability and expressiveness of concepts such as
client satisfaction, sever goodness, quality of service, punishment or reward, amongst others. These
advanced features will be reached thanks to the application of fuzzy sets, fuzzy logic, and linguistic
labels.

4. LINGUISTIC FUZZY TRUST MODEL

The main objective of the current proposal is to assess the application of linguistic fuzzy sets and
fuzzy logic to several concepts to enhance our trust and reputation model. On one hand, it will be
enjoyed the representation power of linguistically labeled fuzzy sets, as is the case, for instance, of
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the satisfaction of a client or the goodness of a server. On the other hand, it will be exploited the
inference power of fuzzy logic, as in the imprecise dependencies between the originally requested
service and the actually received one, or the punishment to apply in case of fraud. The expected
outcome will be an easy-to-interpret system with competitive performance.

As mentioned, a set of linguistic labels describing several levels of a variable or concept could be
associated to a fuzzy set. The set is defined in a way that captures the underlying notion of such word
for that particular concept. Typical linguistic labels include ‘very low’, ‘low’, ‘medium’, ‘high’, and
‘very high’. The defined fuzzy sets associated to such labels for the case of client satisfaction are
depicted in Figure 2.

Human users usually have a common sense or an experience-based notion of the dependencies
between related concepts. It is also quite common that such perceived dependencies are imprecise
in nature. A simplistic example is the common sense-based notion that states that a tall person tends
to be quite heavy in weight. That can be expressed as ‘IF person is Tall then person is Heavy’, with
Tall or Heavy being fuzzy concepts. Linguistic fuzzy if–then rules are an adequate representation
and inference tool for such type of knowledge.

Fuzzy rules can be expressed in several forms. For the case of study, a fuzzy grid will be used
and explained later. A rule is composed of an antecedent part, where the activation condition is
expressed, and a consequent part, where an action or a conclusion is presented. The antecedent is
usually a logic expression. In fuzzy rules, a basic logic expression is the membership of a variable
value to a set as in ‘person is Tall’. These basic expressions are then connected with logic connec-
tives, being the most common, the AND operator. Likewise, the most common consequent is the
membership of an output variable to a fuzzy concept. These are known in fuzzy terminology as
Mamdani-type rules. In fuzzy logic, the truth value of logical expressions is not binary but ranges
from zero to one allowing for partial truth. The fuzzy logic operators, AND, OR, and NOT are
adapted to allow for such partial truth. Fuzzy operators also produce a partial truth value to the
whole logic expression. A typical if–then linguistic fuzzy rule would look like

If quality is Good AND price is Low
THEN satisfaction is Very High (4)

The perception of quality being good or price being low may vary from total confidence to no confi-
dence at all. But, unlike traditional logic, it may also be any value in between. In other words, a price
being low can be partially true. This partial truth for each condition is combined through the fuzzy
AND operator, and the whole logic sentence of the antecedent is so evaluated. As can be guessed,
the truth value of the consequent part is precisely that one achieved by the whole antecedent logic
expression.

So if, for example, the truth value of the expression ‘quality is Good AND price is Low’ is 0.3,
then the system concludes that the expression ‘satisfaction is Very High’ has a truth value of 0.3.
When in a given situation, several fuzzy rules are activated, a collection of conclusions is produced.
These separate conclusions are aggregated into a final result and, if needed, defuzzified back into
a numerical value. Details of how fuzzification, fuzzy inference, aggregation, and defuzzification
work can be found in [51, 52] . The defuzzification method chosen to be used in this research work
is Center of Gravity.

A fuzzy grid is a collection of fuzzy rules in a matrix form. Each row/column represents one of
the input variables. In order to represent the whole input space, each row and column includes all
the linguistic labels defined over the represented input variable. Remember that, the way in which
the fuzzy sets were defined in this work, using a strong fuzzy partition, ensures that any measured
value in a variable would have some membership to, at least, one linguistic fuzzy concept (and at
most to two), so full coverage is obtained. Each cell in the matrix represent an AND combination
of its row/column truth-valued labels, that is, the antecedent of the fuzzy rule. The content of the
cell represents the consequent of the rule. Therefore, a fuzzy grid represents as many rules as cells
it has. Of course a fuzzy grid can have more than two dimensions.

Each domain has linguistic variables that are more appropriate to use than others. Temperature
uses ‘warm’ or ‘hot’, length uses ‘long’ or ‘short’, and width uses ‘wide’ or ‘thin’. In this work, to
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keep things simple and to avoid distractions, very generic labels, which can be used in most domains,
were used. Nevertheless it is encouraged to use the most natural words/labels for the categories in
each variable domain when applied for real. In Table I, the sets of labels used in each variable are
shown.

Figure 4 depicts the flow of our approach, emphasizing those steps where we actually applied
linguistic fuzzy sets and fuzzy logic. Such steps are as follows:

1. The trust and reputation model BTRM-WSN selects the server to have a transaction with.
2. Such server has a perceived certain goodness (‘very high’, ‘high’, ‘medium’, etc.).
3. According to the required service attributes and the server goodness, the server provides a

better, worse, or equal service than the expected.
4. Both the required service and the actually received one are compared using certain subjective

and client-dependent weights for the service attributes.
5. The client satisfaction is assessed by means of the service comparison performed in the

previous step and the client conformity.
6. Finally, the punishment level is determined by the client satisfaction with the received service,

together with his or her goodness.

Next, it will be described the different fuzzy grids used in the proposed model. The tables were
created using the knowledge of a human expert and follows a very intuitive notion of the relation
among variables. Table II(a) represents the fuzzy rules followed by a server when it decides the qual-
ity of the service to be provided. Such decision depends on the server goodness and the requested
quality of the service. As can be seen in the grid, very good servers actually provide better services
than the requested ones and vice versa. Table II(b) shows the rules used by the servers to decide
the price of the service to be provided. In this case, the decision depends on server goodness and
the price of the requested service. By looking at the grid, it is easy to see that, for example, if the
goodness of the server is ‘very high’ and the price of the requested service is ‘high’, then the price
of the actually provided service will be ‘low’.

In this work, it has been defined a service that is composed by four perceived properties: price,
cost, quality, and delivery time. Tables II(c) and II(d) show the fuzzy rules that describe how the
user perceives a comparison between same features of two services. The first table (c) is used when
comparing attributes where the higher the value the better, as in quality. The second table (d) does

Table I. Sets of linguistic labels used in the different variables.

Variable Labels

Price, server goodness, quality of service, Very low, low, medium, high, very high
client satisfaction, client conformity
Attribute comparison Much worse, worse, similar, better, much better

Figure 4. Linguistic Fuzzy Trust Model steps.
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Table II. Linguistic Fuzzy Trust Model fuzzy rules.

(a) Quality of service provided.

Required service attribute
Server goodness VL L M H VH
VL VL VL VL L M
L VL VL L M H
M VL L M H VH
H L M H VH VH
VH M H VH VH VH

(b) Price of the service to be provided.

Required service attribute
Server goodness VL L M H VH
VL M H VH VH VH
L L M H VH VH
M VL L M H VH
H VL VL L M H
VH VL VL VL L M

(c) Comparing attributes when the higher the better.

Service 1 attribute
Server 2 attribute VL L M H VH
VL S B MB MB MB
L W S B MB MB
M MW W S B MB
H MW MW W S B
VH MW MW MW W S

(d) Comparing attributes when the lower the better.

Service 1 attribute
Server 2 attribute VL L M H VH
VL S W MW MW MW
L B S L MW MW
M MB B S W MW
H MB MB B S W
VH MB MB MB B S

(e) Client satisfaction.

Services similarity
Client conformity MW W S B MB
VL VL VL VL L M
L VL VL L M H
M VL L M H VH
H L M H VH VH
VH M H VH VH VH

(f) Level of reward.

Client satisfaction
Client Goodness VL L M H VH
VL VL VL VL L M
L VL VL L M H
M VL L M H VH
H L M H VH VH
VH M H VH VH VH

VL, very low; L, low; M, medium; H, high; VH, very high; MW, much
worse; W, worse; S, similar; B, better; MB, much better.
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the opposite, that is, it compares features where the lower the value the better, as in price or delivery
time.

Once the client receives the service from the server, it compares its attributes individually with
the corresponding attributes of the requested service. In our proposal, a client can establish cer-
tain subjective weights to each property comparison (a client might consider the price much more
important than the quality or the delivery time, or vice versa, for instance). Therefore, a weighted
aggregation of the two services property comparison is performed in order to obtain the final service
comparison.

Such comparison, together with the client conformity, provides the final client satisfaction with
the received service. This assessment is performed by means of the fuzzy rules shown in Table II(e).
Thus, a very conformist client will be most of the times highly satisfied, regardless of the behavior
of a server (even if it is malicious and provides a worse service than the requested one). On the
contrary, a very exigent client will need a very good service in order to be satisfied; otherwise, his
or her satisfaction will be ‘low’ or ‘very low’.

Finally, the client satisfaction, together with the client goodness, will decide the level of
reward/punishment to be applied to the selected server. Table II(f) shows the fuzzy rules that describe
such imprecise relation. A very benevolent client might not want to apply a high punishment (small
negative reward), even if he or she was highly unsatisfied (very low satisfaction). But if the client is
not that benevolent, then most of the times, a high or very high punishment will be carried out.

If the client satisfaction is ‘medium’ or higher, the client is supposed to be satisfied, and a reward
is performed. Otherwise, the client is supposed to be dissatisfied, and the corresponding punishment
is carried out.

Usually, but not necessarily always, both client conformity and goodness might be very related
issues. Nevertheless, the main reason for separating both concepts was to make our proposal as
much generic as possible, so that it can be applied in a wider variety of scenarios and real use cases.

4.1. Decision surfaces

One of the main features of using linguistic fuzzy rules is that the soft boundaries between cate-
gories, and the way that fuzzy reasoning works, provide for smooth transitions between the different
output levels. A graphical example of the difference between using the standard rules or using
the proposed linguistic rules can be seen in Figures 5 and 6. This feature has several important
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Figure 5. Quality of service provided using traditional (crisp) rules.
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Figure 6. Quality of service provided using linguistic fuzzy rules.

advantages to the proposed system. The first advantage is, as mentioned before, that fuzziness is a
more natural representation of the human knowledge about the dependencies between the variables
involved. Humans like thinking in vague qualitative terms more than in quantitative ones.

Another advantage, related with the previous one, is that there is no sharp (crisp in the fuzzy
logic terminology) change in behavior when the variables have values close to the neighborhood
areas of several categories. This feature provides for more stability in the learning process and in
the behavior. Besides, most real-life systems show progressive transitions between output levels. It
is true that such a progressive transition may show a softer or a steeper slope but almost never a
sharp all-or-nothing situation. Even more, when some systems are forced to show such black-and-
white behavior, a typical example being the legal system, it clearly shows signs of inadequacy or
shortfalls. An example of this, using the aforementioned legal system, is the aberrant situation of
an action being a very serious and severely punishable offense or not depending on being commit-
ted with a day difference, that is, the day of your legal adult-age birthday or just the day before.
Other examples include being fined for speeding or not depending on a 1-km/h difference or paying
substantially more or less taxes for a euro/dollar-income difference. Ironically, such systems try to
alleviate such shortfalls by adding aggravating or mitigating factors in order to obtain a decision
surface more similar to Figure 6 than to Figure 5, but it is performed by adding many complex-
ity to the system in the form of exceptions, safeguard offsets, new black-or-white conditions that
add or subtract certain values to the final output, or by directly using corrective factors to modulate
the output. Fuzzy rules, instead, provide a powerful and elegant way of capturing the imprecise or
degree-based dependencies yet maintaining simplicity and transparency.

A final advantage, that will be further discussed in Section 5.2, is that fuzzy systems are, by its
own nature, quite resilient to low precision in the input variables. This means that the measures
used to characterize the different features of servers and clients, as server goodness or client con-
formity, are not required to be very precise. On the other hand, crisp (nonfuzzy) systems usually
are very sensitive to the smallest imprecision. As the previous example of legal age clearly shows,
a mistake of a few days in the determination of the age of the perpetrator can have very serious
consequences; therefore, there is an imperative need in such cases of clearly establishing the exact
age of the individual, or the exact speed, or the exact alcohol level in blood, and so on. But as fuzzy
decision surfaces, small mistakes usually have just small consequences or, at least, far lesser conse-
quences than a crisp system. How this advantage affects the proposal described here will be further
developed in Section 5.2.
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5. EXPERIMENTS AND RESULTS

In this section, two different set of experiments carried out will be presented. The evaluation envi-
ronment used in this research work was Trust and Reputation Model Simulator for WSN [53], a
generic framework aimed to serve as an assistant tool in order to easily implement and compare
trust and reputation mechanisms in distributed environments.

5.1. Bio-inspired Trust and Reputation Model versus Linguistic Fuzzy Trust Model with
homogeneous servers and clients

The first set of experiments were performed in order to test the accuracy of the new proposal as well
as the enhancement achieved with regards to the previous model where no fuzzy logic was applied.
The main aim of this first set was to make a comparison between fuzzy and crisp approaches; hence,
some limitations were imposed to the fuzzy version in order to be fair in such a comparison. Such
limitations are to fix the values of client conformity and client goodness to ‘medium’ and to fix the
value of server goodness to ‘very high’ for good servers and ‘very low’ for malicious servers.

Table III summarizes the parameters used to perform the first set of experiments. We have mea-
sured the selection percentage of trustworthy servers, as well as the length of the path leading to
such nodes, and the percentage of ‘types of satisfaction’; all of them over static networks where
neither the topology nor the goodness of each peer varied along the time.

5.1.1. Selection percentage of trustworthy servers. The first result refers to the percentage of trust-
worthy service providers that each model (BTRM-WSN and LFTM) have been able to achieve.
Thus, Figure 7(a) shows the performance of BTRM-WSN on this respect. As it can be observed,
the accuracy of the model decreases as the percentage of malicious servers and the total number
of nodes increases. However, even in the worst case of a network composed by 500 peers where
90% of the servers are malicious, BTRM-WSN can still succeed and select the appropriate service
provider in near the 80% of the cases.

In Figure 7(b), the corresponding result for LFTM have been shown. A slight enhancement has
been achieved here, as it can be checked. In most of the cases, the accuracy of the model is never
below 95%. Only with the biggest networks, this percentage decreases to a minimum of around 90%
(when the amount of malicious nodes is maximum).

This improvement is mainly due to the reward and punishment mechanism. Because the goodness
and conformity values of a client are ‘medium’ (according to Table III), when a malicious server is

Table III. LTFM experiment parameters.

Network NumExecutions 100 %Clients 15%
NumNetworks 100 %Relay 5%
MinNumSensors {100, 200, 300, %Malicious {50%, 60%, 70%,

400, 500} 80%, 90%}
MaxNumSensors {100, 200, 300, Radio range {8.92, 6.31, 5.15,

400, 500} 4.46, 3.99}

BTRM phi 0.01 Nants 0.35
rho 0.87 Niter 0.59
TraTh 0.66 PLF 0.71
alpha 1.0 q0 0.45
beta 1.0 IniPh 0.85
PunTh 0.48

LFTM benevolentServerGoodness ‘Very high’ clientConformity ‘Medium’
maliciousServerGoodness ‘Very low’ clientGoodness ‘Medium’
costWeight 0.25 priceWeight 0.25
deliveryWeight 0.25 qualityWeight 0.25

BTRM, Bio-inspired Trust and Reputation Model; LTFM, Linguistic Fuzzy Trust Model.
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(a) (b)

Figure 7. Selection percentage of trustworthy servers: (a) Bio-inspired Trust and Reputation Model for
Wireless Sensor Network; (b) Linguistic Fuzzy Trust Model.

unfortunately selected to provide the required service, the service actually provided is ‘much worse’
than the expected one. Therefore, the satisfaction of the client is ‘very low’ (Table II(e)), and the
reward is ‘very low’ (Table II(f)) as well, which actually means that a slight punishment is carried
out.

This means that when a benevolent server is found, the path leading to such node is highly rein-
forced (by means of pheromone contribution), and because we are dealing with static networks,
such benevolent peer will be very likely to be selected in the future. However, if a malicious service
provider is found, the pheromone evaporation applied throughout the path leading to it will not be
too severe. This allows forthcoming ants to explore the network in the vicinity of such cheater, so if
honest peers are around there, they still can be discovered.

5.1.2. Path length. The second experiment measured the length of the path suggested by each
model, leading to the most trustworthy node found. It is worthy to mention here that by adjust-
ing the radio range of the nodes of each network, we are able to have, on average terms, the same
number of neighbors regardless the size of the network.

Knowing this, outcomes obtained for BTRM-WSN model can be observed in Figure 8(a). It
shows the fact that, as the percentage of malicious severs increases, it is more difficult to find the
most trustworthy one, and the ants have to explore longer paths. Additionally, the high punishment

(a) (b)

Figure 8. Path length: (a) Bio-inspired Trust and Reputation Model for Wireless Sensor Network; (b)
Linguistic Fuzzy Trust Model.
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applied when a malicious provider is chosen might force ants to try alternative (and maybe longer)
paths in order to find the benevolent nodes. However, in the worst case, the average length of the
paths is between 4 and 4.5 hops.

Regarding LFTM, Figure 8(b) depicts its corresponding outcomes for this particular experiment.
As we can see, LFTM is able to find closer reputable nodes. The reason is again the same. Because
those paths leading to malicious nodes are not so strongly punished, ants can still explore in the
proximity of the client. Thus, the largest average path length achieved by LFTM in this experiment
is around 2.5 hops from the client.

5.1.3. Client satisfaction. Lastly, we measured in this last experiment the percentage of clients who
were ‘very high’, ‘high’, ‘medium’, ‘low’, and ‘very low’ satisfied, respectively. The outcomes can
be observed in Figure 9.

As expected, most of the clients had either a ‘very high’ or just a ‘high’ satisfaction, and this pro-
portion remains almost invariable regardless the size of the network. It slightly worsens, however,
as the percentage of malicious server increases. In such situation, some clients had ‘low’ or even
‘very low’ satisfaction.

5.2. Linguistic Fuzzy Trust Model with heterogeneous servers and clients

Although the previous experiment was aimed to compare, in similar terms, the BTRM and LFTM,
the following experiment will explore a more realistic situation. The previous experiment fixed the
goodness values of servers allowing only two levels of the variable, namely ‘very high’ and ‘very
low’ as to represent benevolent and malicious servers. Likewise, the client conformity and goodness
was also fixed to ‘medium’. Note that the effect of this is that, from the whole fuzzy tables, only a
row or a column is actually used. For example, in the case of client conformity whose fuzzy table is
in Table II(e), only the mid row (the ‘M’ for medium) would be used to obtain the client satisfaction
given a service similarity. This limitation has a sense for a fair comparison with BTRM but does not
represent a more realistic situation.

In real life, each server and each client has its own features. For example, although two servers
may be labeled as malicious, they may be in a different degree. At the same time, each client may
vary in its conformity or its goodness. It is unrealistic to expect that all clients have the same level
of conformity or goodness, and incidentally, it would be restrictive to do so as well. Therefore, an
experiment will be performed where such conditions vary and allows for individual differences for
both servers and clients.

Table IV summarizes the general parameters used to perform this second experiment. It has been
measured again the selection percentage of trustworthy servers, as well as the length of the path
leading to such nodes, and the percentage of ‘types of satisfaction’.

Figure 9. Linguistic Fuzzy Trust Model: client satisfaction.
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Table IV. Random LTFM experiments parameters.

Network NumExecutions 100 %Clients 15%
NumNetworks 100 %Relay 5%
MinNumSensors {100, 200, 300, 400, 500} %Malicious {50%, 60%, 70%, 80%, 90%}
MaxNumSensors {100, 200, 300, 400, 500} Radio range {8.92, 6.31, 5.15, 4.46, 3.99}

LFTM Server Goodness Client
Benevolent ‘High’ or ‘very high’ Conformity Random
Malicious ‘Low’ or ‘very low’ Goodness Random
costWeight 0.25 priceWeight 0.25
deliverWeight 0.25 qualityWeight 0.25

LTFM, Linguistic Fuzzy Trust Model.

This time, both client conformity and goodness are random for each client, thus creating unique
individuals. The goodness/maliciousness of the servers is also random in this experiment, but the
proportions between good and malicious servers are kept. These proportions are kept as to be able to
compare with the homogeneous version of the experiment, which has these proportionality between
good and malicious serves. Note, nevertheless, that in the heterogeneous version, there are differ-
ent degrees of goodness and maliciousness. The method to keep the proportions of good/malicious,
while allowing for randomness in the degrees of it, works by assigning a random value between 0
and 0.4 for the experiment proportion of malicious servers (thus falling in the labels low and very
low for server goodness) and a random value between 0.6 and 1 for the proportion of benevolent
servers (thus having scores that correspond to the labels high and very high for server goodness).

As mentioned the proposed system was designed to allow for a more realistic grasp of real situ-
ations, and these experiments try to reflect it. Of course, this raises the question of how the system
would obtain the real-life values that in the experiments are randomly taken. That is, how do we
measure the goodness or maliciousness of a server, or a client? There are several ways of doing so.
Regarding the client conformity and goodness values, these can be acquired through, for example,
self-assignation by the client. Of course, this can be done in cases where there is a high confidence
in the cooperativeness and honesty of the clients and in situations where no abuses of this privi-
lege are expected. Another way would be to calculate an estimation of these values based on past
behavior of the client. It has to be reminded that the client is expected to express later its degree of
satisfaction as feedback. Consistently, low feedback on good service may suggest low client con-
formity. A third way of deciding these values can be to let the system administrator set them. Such
assignment can be carried out based on the load of the network, efficiency, or using schemas where
conformity and goodness reflects a payment for service usage. For example, premium paying users
would be scored as quite nonconformist and not too good as to ensure good services, whereas free
access users would be scored opposite, meaning that they cannot be too demanding when receiving
free or low-cost services.

Likewise, with regard to the server goodness, the scores can be assigned based on previous his-
tory, performance, feedback of clients, or left to the system administrator’s discretion. In summary,
obtaining estimations of these values for specific real-life clients or servers should not be a problem.

Here, again, it should be mentioned the advantage of fuzzy systems to allow for, and being quite
resilient to, imprecise inputs. The aforementioned scores or values for the servers and clients can
be just estimations and do not need for very precise values. Of course, the better the estimation is,
the better the results are, but it is not a critical component at all. As the surface shown in Figure 6
suggests, small variances of the values do not substantially change the output variable that depends
on such values. Again, as Figure 5 shows, such allowance for small errors in the measurement that
fuzzy systems show are not shared by its crisp counterpart. In the Figure 5 example, a server good-
ness value of 0.85 and 0.849999 have quite different quality of service provided if the required
service has values between 0 and 0.625.

Before explaining the results for this experiment, it should be noted that, in general, the
heterogeneous version of the problem is more difficult to solve because of the increased complexity.
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5.2.1. Selection percentage of trustworthy servers. The results depicted in Figure 10 show the per-
centage of trustworthy service providers that are able to achieve both the linguistic fuzzy model
with diverse types of servers and clients (a) next to the results previously shown over a homoge-
neous environment (b). The results show that for the heterogeneous case, it actually obtains better
results as the number of untrustworthy serves increases. The reason is that the ants spread a given
total amount of pheromone and that when the number of good servers is small, the paths to these
are more strongly selected. In a way, the fewer the number of good servers is, the easier is for them
to shine or excel. But while in the homogeneous case the pheromone would be evenly shared by all
good servers, and thus the overall paths to them become damped down in the case of heterogeneous
goodness, the few very best would even be more pheromoned than other good but not so great ones,
and the paths to them would shine more, few paths but more secure to lead to good servers.

On the other hand, this effect may suggest that the system may lead to bottlenecks if it is over-
loading the very best servers while other good ones are also around. Future work would have to
watch for this potential problem and ways to counter it.

Nevertheless, the results for the heterogeneous experiment, which is harder than the homogeneous
one, are still highly successful regarding locating trustworthy servers over 90% of the cases in the
worst case and over 95% when there are a few good servers.

5.2.2. Path length. With respect to path length (see Figure 11), a similar effect with the selection of
trustworthy servers happens. The heterogeneous LFTM obtains better results as the number of good

(a) (b)

Figure 10. Selection percentage of trustworthy servers: (a) Linguistic Fuzzy Trust Model heterogeneous;
(b) Linguistic Fuzzy Trust Model homogeneous.

(a) (b)

Figure 11. Path length: (a) Linguistic Fuzzy Trust Model heterogeneous; (b) Linguistic Fuzzy Trust Model
homogeneous.
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servers available decreases. Again, the average path lengths from client to server that are obtained
in the harder experiments are still competitive, between 2.5 and 3.

5.2.3. Client satisfaction. One interesting effect of having all types of potential clients can be seen
in the results on satisfaction shown in Figure 12. Whereas in the previous experiments, most clients
ended with a ‘very high’ or just a ‘high’ satisfaction, in the new experiment, there are a substantial
number of ‘medium’ satisfaction. This is something to be expected, just by looking at Table II(e).
Such table is used to obtain the client satisfaction. Note that a client with very low (VL) conformity
would, at most, achieve a medium (M) satisfaction and that only when the client obtains a much
better (MB) service similarity. So in the system, there are a substantial number of clients that will
never achieve better satisfaction than medium. Besides, depending on the quality of the attributes
required, even such satisfaction may not be obtained by the same effect. By looking at Tables II(c)
and II(d), it is again clear that a ‘much better’ result may not be achievable for certain labels, so the
client satisfaction of a client with ‘very low’ conformity can be quite poor.

Even with such difficulties, more than two thirds of the clients fall in the ‘very high’ and ‘high’
categories, and almost the other third achieve a ‘medium’ satisfaction. That can be considered as a
great result, taking into consideration the aforementioned ceiling effect for certain groups of clients.
Again, as the number of benevolent servers decreases the ant algorithm focuses on the few good
ones increasing the efficiency in finding and reaching them.

6. CONCLUSIONS AND FUTURE WORK

Trust and reputation are concepts with which we deal every day. Trust and reputation management
in distributed environments has been recently proposed as a mechanism for tackling certain risks
not fully covered by traditional network security schemes, obtaining reasonably good results.

Many approaches have been followed for handling these elements. In this paper, we combined
two of them, obtaining the benefits and advantages of each one. We have therefore applied linguistic
fuzzy logic and fuzzy sets to a previous bio-inspired trust and reputation model for WSNs.

By doing this, we enhance the interpretability of the model, making it more human friendly,
or human readable, while keeping, and even improving, the accuracy of the underlying trust and
reputation model.

As for future work, we are planning to test our proposal in a wider spectrum of scenarios,
for instance, dynamic networks with nodes continuously entering and leaving the community, or
oscillating ones, where the behavior of service providers might change along the time.

Besides, it would be monitored if the system may be overloading the very best servers, and if that
is the case, changes will be proposed to counter such an effect.

Figure 12. Client satisfaction: (a) Linguistic Fuzzy Trust Model heterogeneous; (b) Linguistic Fuzzy Trust
Model homogeneous.
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Finally, it is worthy to mention that the outcomes obtained in the experiments presented in this
paper are directly related to the definition of the fuzzy sets presented in Figure 2. A small variation
of those underlying fuzzy definitions would likely change these results as the paths were discovered
by the ants using these particular definitions. Because there is a rather long chain of fuzzy deci-
sions (Figure 4), the variations in results, if alternate definitions are used, would accumulate. Note,
however, that this is also true for any crisp systems and in a more acute way as transitions are not
soft. Fuzzy rules and fuzzy reasoning are, in general, more resilient to such noise than crisp rules or
systems. The degree of such resilience to small changes in the underlying fuzzy set definitions while
keeping unmodified the ant-discovered paths is an interesting line for future experiments. Likewise,
another line would be testing the performance of the ant algorithm for very different definitions as
this would show the robustness of its optimization independently of the human words being used.
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