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Abstract.
Due to the latest technological advances, the current society has the possibility to store large volumes of data in the majority

of the problems of the daily life. These data are useless if there is not a set of techniques available to analyze them with the
objective of obtaining knowledge that facilitates the problem resolution. This paper focuses on the techniques provided by data
mining as a tool for intelligent data analysis in the field of human activity recognition, specifically in the application of two
techniques of data mining capable of carrying out the extraction of knowledge from data that are not as accurate and exact as
desirable. This type of data reflects the true nature of the information collected on a day-to-day basis. The proposed techniques
allow us to perform a preprocessing of the data by means of an instance selection that improves the computational requirements
of the system response, obtaining satisfactory accuracy results. Several experiments are carried out on a real world dataset and
various datasets obtained from the previous one in a synthetic way to simulate more realistic datasets that illustrate the potential
of the techniques proposed.
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1. Introduction

At present, in the majority of domains that involve
daily life problems, large amounts of data are avail-
able on them. This has been favored by the advance-
ment of hardware technology and more specifically by
the development of increasingly smaller sensors and
with a decreasing price which allows to keep low im-
plantation costs. These sensors are essential elements
in the processes of monitoring, measurement and data
collection. From these datasets, the Data Mining (DM)
process allows us to obtain useful knowledge, that can
be exploited in a large number of applications aimed
to solve the problems of daily life. Thus we can find
applications such as planning and managing forests,
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text categorization, climate prediction, network intru-
sion detection systems, recognition of human activity
which is used in many innovative applications aimed
at improving comfort, energy saving, security, elderly
care, etc.

There are many DM techniques used in these appli-
cations but few of them take into account that the data
provided by the sensors or other means may not be as
accurate as it would be desirable. Thus, we could have
data with noisy values, missing and often ambiguous
values, which we name imperfect data.

Among the DM techniques used in applications to
solve problems of daily life, we highlight the k-Nearest
Neighbor (kNN) technique where k are the neighbors
considered to classify a new instance [20]. In this
work we focus on human activity recognition prob-
lems from sensor data using as recognition process
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two approaches, a kNN and an instance selection pro-
cesses. The kNN approach, named kNNimp, supports
training/test datasets with values expressed with differ-
ent types of imperfection (missing, interval and fuzzy
values) and the process of instance selection, named
ISELimp, also works with imperfect data and allows to
reduce the number of instances.

This paper is organized as follows: in Section 2 we
present a review of related works with DM applied to
human activity recognition. In Section 3, we briefly de-
scribe the kNNimp technique that allows the process-
ing of imperfect data by incorporating the Fuzzy Sets
Theory and that we will apply to human activity recog-
nition. In order to deal with high volumes of data, in
Section 4 we propose and design an instance selec-
tion technique that allows us the selection of instances
from imperfect data. In Section 5 we apply the pro-
posed techniques to the detection of falls from a dataset
based on human activity recognition focusing on in-
formation that is possibly discarded because this infor-
mation can not be manipulated with conventional DM
techniques. In these situations, and without discarding
the imperfection of the collected information, we sim-
ulate and construct datasets containing values that re-
flect the true nature of them. On these datasets, we ap-
ply the proposed techniques and analyze the obtained
results. Finally, in Section 6 we make a synthesis of the
main contributions provided in this paper.

2. Data mining applied to human activity
recognition

The general procedure to perform a DM process for
activity recognition consists of the following five steps:
(1) acquiring sensor data of activities, including an-
notations of user’s actions, (2) transforming the data
into application-dependent features, e.g. by comput-
ing specific properties, eliminating noise, normalizing
the data or reducing its dimensionality, (3) dividing the
dataset into a training and a test set, (4) training the
algorithm on the training set, and (5) testing the clas-
sification performance of the trained algorithm on the
test set. Commonly, steps (3) to (5) are repeated with
different partitioning into training and test sets, and the
results are averaged, thus providing a better estimate
of the generalization capability of the algorithm [6].

There are many DM techniques applied to human
activity recognition problems. Without being exhaus-
tive, in [2] the authors carry out the recognition of 20
daily activities from data obtained by means of five ac-

celerometers and a digital watch that a subject wears.
They obtain a dataset where the subjects perform a
list of activities without supervision of the researcher
together with data collection under somewhat more
controlled conditions. The activity recognition is per-
formed using C4.5 decision tree obtaining the best re-
sults compared to the other techniques used as kNN.
In [25], the accuracy obtained in classification is eval-
uated when situating the wearable sensors in differ-
ent body positions. The user’s activity in real time is
obtained from the information provided from multiple
sensors and the classification is carried out during a
day. To perform the activity recognition, they use the
decision tree C4.5, kNN, Naive Bayes and Bayesian
Network techniques. The good balance between accu-
racy and computational complexity is obtained by the
decision tree. In [34] fast Decision Tree classifiers are
used for the recognition of physical activities and their
intensities from information provided by five triaxial
wireless accelerometers and a wireless heart rate moni-
tor. In [28] two algorithms based on decision tree (cus-
tom and automatically generated) are applied to auto-
matically classify daily activities with the aim of find-
ing how to recognize such activities, which sensors are
useful and which signal processing and algorithms are
necessary.

The kNN technique is used in [22] where authors
employ the simple nearest neighbor method to find the
subject’s current location from the current estimated
displacement of the same using wearable sensors data.
In [14] the detection of falls is performed in two steps,
1) data is collected from sensor devices and 2) kNN
technique is used to identify the fall patterns in the
data.

Several studies use neural networks as the technique
to classify. In [28] a multilayer perceptron is applied
as classifier to the same problem discussed earlier.
In [27], an activity recognition system is described.
This system collects data by means of a wireless sen-
sor network and the inertial system embedded in the
smartphone. Then this collected data are forwarded to
the computational module, where after preprocessing
them, a recurrent neural network is used for the activ-
ity recognition process. In [19], the authors use a neu-
ral network to recognize elderly activities and iden-
tify the occurrence of falls. Particularly, they describe
an Android-based application that detects the falls ap-
plying a trained multilayer perceptron neural network,
that takes data from smartphone resources such as ac-
celerometer sensor and GPS.
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Other techniques used are clustering, support vec-
tor machine (SVM) and Bayesian network. Thus, in
[21] clustering algorithm is used to detect four types
of activities from sensors located in the environment.
In [15] a SVM is used to monitor the activity of older
people, distinguishing seven different activities and us-
ing wearable sensors and sensors located in the en-
vironment. In [31], the authors develop a two-phase
system to perform the recognition of activities. In the
first phase they use a probabilistic-SVM, that takes fea-
ture vectors as input for activity prediction. The out-
put of this first phase is the input of the second phase,
where filtering module is used to deal with transitions
and fluctuations obtained by probabilistic-SVM. An-
other work where the SVM technique for the recogni-
tion of activities is used is presented in [7]. In this pa-
per the authors describe how activities are represented
by appearance and motion features using in the activ-
ity recognition process a bag of visual words repre-
sentation in conjunction with a SVM classifier. In [5]
through a Bayesian network, the interaction of patients
from video and audio data is analyzed.

Other DM approaches based on meta-classifiers
where a collection of weak classifiers is combined into
a single and possibly very accurate classifier have been
applied to activity recognition. Thereby in [30] activ-
ity recognition is performed by meta-level classifiers
using strategies based on boosting, bagging, plurality
voting and stacking obtaining better results than with
the base classifiers. The authors use a single triaxial
accelerometer. Among the base classifiers they use de-
cision trees, kNN, SVM and Naive Bayes. The best
results are obtained with plurality voting.

In all previous applications, although some authors
indicate that imprecisions/inaccuracies occur in the
measures, they do not incorporate in the available data
their true nature. In some works as in [33] the au-
thors try to perform some treatment of these impreci-
sions/inaccuracies incorporating in the models fuzzy
logic to make decisions more flexible, avoiding the
limitations in the representation of the human figures
and smoothing the limits in the parameter assessment.
However, fuzzy logic is not used in the representation
of the data.

It would be interesting to incorporate in the data
their true nature due to: 1) the absolute error com-
mitted by a sensor, 2) missing values produced by er-
rors in communication at certain times and 3) to al-
low the classification of the instances used in the learn-
ing would be a soft classification, indicating that an
instance does not fully belong to one class but it has

different membership degrees to several classes. This
soft classification can be incorporated not only in the
class attribute but in any other nominal attribute. This
is the potential of kNNimp and ISELimp techniques we
describe in the following sections.

As we will see next, when we address the various
phases of the general procedure of DM for activity
recognition (described at the beginning of this section)
using kNNimp and ISELimp approaches, the phase (4)
is already eliminated because kNN technique lacks a
training algorithm and phase (2) requires less trans-
formation of the data since the technique is able to
work with imperfect values (missing, intervals, fuzzy
values). In this phase the instance reduction of train-
ing dataset using ISELimp is carried out which allows
that the computational cost of phase (5) decreases and
therefore improving the response in online applica-
tions.

3. Background and Preliminaries

3.1. Background of kNN technique and imperfect data

The kNN technique, where k is the number of neigh-
bors considered, is a non-parametric method and it
infers both nominal attributes (the most common at-
tribute value between the k nearest neighbors) and nu-
merical attributes (the average of the values of the k
nearest neighbors). The kNN technique is one of the
important techniques in top 10 DM algorithms [1].
This technique has been analyzed extensively by the
research community and many approaches have been
proposed, for example, the computation of similarity
measures, the optimum choice of the k parameter or
the definition of weighting schemes for instances and
attributes. Fuzzy sets theory has been the basis of a re-
markable number of these approaches. All these ap-
proaches have been proposed with a clear objective:
improving the accuracy of the kNN technique (in [9]
different approaches of this technique are discussed).

Although this technique has been extensively ana-
lyzed, there are few extensions of the technique regard-
ing the handling of imperfect data. Some extensions
are aimed at dealing with multivalued class instances
and others allow us some kind of uncertain data to
some degree, [1, 10, 36]. In [3], the authors present an
extension, called kNNimp, which deal with the data in
a more general way and allows us to interpret the im-
perfection expressed in the data, obtaining robust be-
havior without transforming the true nature of them. In
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the following section we briefly describe the kNNimp

technique.

3.2. kNNimp: a classifier that handles imperfect data

In [3], Cadenas et al. propose and design a new
kNN approach that supports different types of imper-
fect data. Algorithm 1 describes the process of the
this approach. Let us consider a set of instances E.
Each instance x is characterized by a number of n at-
tributes in a vector (x1, x2, . . . , xn), where the n-th at-
tribute represents the class. The domains of each at-
tribute, Ωx1 ,Ωx2 , . . . ,Ωxn−1

, can be numerical or nom-
inal, while the domain of the class Ωxn can take the
values {ω1, ω2, . . . , ωI}.

kNNimp technique represents numerical attributes as
fuzzy sets with a trapezoidal fuzzy membership func-
tion and nominal attributes as fuzzy subsets on the h j

values of its domain {µ(h1)/h1, . . . , µ(hs)/hs}.
With this representation, kNNimp technique can deal

with values in numerical attributes of type crisp, inter-
val, fuzzy and missing, and with values in the nominal
attributes of type crisp, crisp subset, fuzzy subset and
missing.

Algorithm 1: kNNimp technique
Input Dataset E, Instance to classify z, Value k;
1 6 k 6 |E|, Values UD and UI (UD,UI ∈ [0, 1])
Let KIMPz be the set of the k nearest instances of z
according to dimp(·, ·)
Calculate imperfection weight (p(xj)) and distance
weight (q(xj)) for all xj ∈ KIMPz

if (degree of imperfection of KIMPz) 6 UI then
Aggregate the information of each neighbor in order to
obtain possible class values for the instance z using
AggreN and AggreF functions
Calculate the set of output classes zn using UD

Output zn

else
Output Classification is not performed

end if

As Algorithm 1 shows, kNNimp technique computes
the set KIMPz that contains the k instances xj ∈ E
which are the nearest to z according to the measure
dimp(xj, z). Then, for each instance xj ∈ KIMPz, two
weights are calculated depending on its degree of im-
perfection (p(·)) and its distance to z (q(·)). Further-
more, the overall degree of imperfection in KIMPz is

measured, if it is too high, the classification is not per-
formed. To establish the maximum degree of imper-
fection, kNNimp uses the parameter UI . This parameter
plays an important role when the dataset can contain
instances with high degrees of imperfection.If KIMPz

passes the imperfection check, the functions AggreN
and AggreF obtain the set of possible weighted classes
taking into account the k nearest neighbors. The class
with the highest score is chosen as output, together
with other classes whose score is similar to the high-
est. To assess if a class should be included in the final
output, kNNimp uses the threshold UD.

We briefly comment on some of the elements of
kNNimp (for more depth, see [3]): Distance/dissimilarity
measures, contribution of neighbors to the classifica-
tion, controlling the similarity in the output classes,
aggregation methods for classification and the process
to obtain the accuracy.

3.2.1. Distance/dissimilarity measures
In order to calculate the nearest neighbors, the tech-

nique uses a measure (distance/dissimilarity) which
computes the distance between two instances and can
work with/without imperfect data coming from numer-
ical and nominal attributes.

The measure is defined as

dimp(x, x′) =

√∑n−1
i=1 f (xi, x′i)2

n− 1

where f (xi, x′i) is defined by two functions f1(xi, x′i)
and f2(xi, x′i). dimp(x, x′) is a heterogeneous function
defined from different functions, f1(·, ·) and f2(·, ·),
on different kinds of attributes (numerical and nominal
respectively) where f1(·, ·) and f2(·, ·) are normalized
fuzzy distance or dissimilarity measures.

3.2.2. Contribution of neighbors to the classification
– Weights based on distance:

q(x) = 1− dimp(x, z)

with x ∈ KIMPz

– Weights based on imperfection:

p(x) = 1− imp(x)

with x∈KIMPz and imp(·):E→[0, 1] defined as
imp(x)= 1

n

∑n
i=1g(xi) where g(·) : Ωxi → [0, 1] is

a function defined for each attribute xi and it mea-
sures the imperfection of the value in the attribute
xi.
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3.2.3. Controlling the similarity in the output classes
The kNNimp technique exploits the definition of a

similarity value between possible classes, defined as
sim(ωM , ωi) = µ(ωM)−µ(ωi)

µ(ωM) , to perform the classifica-
tion of an instance. The minimum sim(ωM , ωi) neces-
sary to consider that the classes ωM and ωi are possi-
ble outputs is controlled by the threshold 0 6 UD 6 1.
Thus, let us assume thatωc is the class having the high-
est membership degree µ(ωc) to classify an instance.
If there are other classes with very close membership
degrees to µ(ωc), we could return all these classes as
possible classification of the instance. The role of UD

threshold is to define how close toωc must be a class to
be considered an output class. Thus, the threshold UD

allows the output of kNNimp technique is multivalued.

3.2.4. Aggregation methods for classification
The aggregation methods defined for kNNimp tech-

nique are composed of the two functions AggreN(·)
and AggreF(·). These two functions provide high flex-
ibility to this technique, allowing choose them ac-
cording to the classification problem. In [3], differ-
ent aggregation methods are defined. Next, we de-
scribe four of them that will be used later in the ex-
periments. Methods WMCV and WMSV use the func-
tion AggreN()=WCVEN() but different versions of
AggreF() (CV() and S V(), respectively). Methods
SMCV and SMSV use the function AggreN()=S VEN()
and different versions of AggreF() (CV() and S V(),
respectively).

– S VEN() returns a vote of 1 to the class of x j with
the highest membership degree and 0 to the other
classes:

S VEN(i, x j
n, p(xj), q(xj)) =

{
1 if cond
0 otherwise

and cond is verified when i = arg max
h=1,...,I

µ j(ωh).

– WCVEN() returns the score assigned by a neigh-
bor (x j) to each class value (i = 1, ..., I) and is
defined as follows:

WCVEN(i, x j
n, p(xj), q(xj)) = µ j(ωi)·p(xj)·q(xj)

that is, the weight assigned by a neighbor to each
class value is determined by the weight of that
value in x j

n (µ j(ωi)), by the weight of x j accord-
ing to its distance (q(xj)) and by the weight of x j

according to its imperfection (p(xj)).

• CV() provides as output the fuzzy set {µ(ωi)/ωi}
composed of ωi with µ(ωi) > 0.

µ(ωi) =

∑k
j=1 AggreN(i, x j

n, p(xj), q(xj))∑k
j=1

∑I
i=1 AggreN(i, x j

n, p(xj), q(xj))

• S V() provides as output the crisp set {1/ωh}
composed of wh where

h = arg max
i=1,...,I

k∑
j=1

AggreN(i, x j
n, p(xj), q(xj))

The set can be composed of more than one ele-
ment if there are several values of class with max-
imum score.

3.2.5. Obtaining the accuracy of multivalued classes
Since the class inferred by kNNimp technique, using

the aggregation methods defined above and the thresh-
old UD, can be a set, it is necessary to define how
the accuracy in classification is measured. Algorithm
2 shows this process where the considered dataset is a
subset of reserved instances as test dataset (Etest).

Algorithm 2: Classification Accuracy
Input Dataset Etest, Class value of z (class(z)), Class
value inferred to z ((classkNNimp(z))
S uc, S ucErr=0;
for all z in Etest do

if classkNNimp(z) = class(z) then S uc = S uc + 1

else
if (classkNNimp(z)

⋂
class(z)) 6= ∅ then

S ucErr = S ucErr + 1

end for
Accmin = S uc

|Etest| , Accmax =
S uc+S ucErr
|Etest|

Output [Accmin, Accmax]

In the definition of the upper bound of this inter-
val we consider as success those cases where the class
value of a test instance is not the same but it is in-
cluded in the inferred class value. Note that situations
in which the two values of interval are equal will be
denoted with a single value Acc.

4. Instance Selection from Imperfect Data

In general, the kNN technique suffers from several
drawbacks. Among these drawbacks it is worth not-
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ing the need for a high memory requirement to store
all the examples that make up the learning set, and
the low efficiency during the operation of the deci-
sion rule due to the high comparison of similarities
between the test examples and the learning examples
[20]. To solve these problems, many proposals have
been made in the literature, among which we can find
the instance selection [16]. Once the instance selection
is performed, the computational cost and memory re-
quirements of the kNN technique (and of any other that
uses the dataset) are decreased because they work with
a reduced dataset.

We propose to perform an instance selection whose
objective is to select those instances that are in the de-
cision boundaries and that allow us to discriminate bet-
ter between the different class values Our proposal al-
lows us to carry out the selection from imperfect data.
This will allow us to improve the real-time processing
requirements of some applications along with the pos-
sibility of handling data sources with greater expres-
sive richness. The instance selection technique that we
propose together with the use of kNNimp technique al-
lows us to perform a more realistic DM process.

4.1. ISELimp: An instance selection technique from
imperfect data

We propose ISELimp, an instance selection tech-
nique based on Condensed Nearest Neighbor (CNN)
technique [17], but with the appropriate extensions fo-
cused on taking into account that the input dataset
may contain imperfect values. For this, we incorporate
in the process suitable distance/dissimilarity measures
for imperfect data and imperfection measures, aggre-
gation methods, contribution of neighbors in the final
decision and some control parameters.

In this way, the proposed technique starts from an
empty set S to which randomly selected instances are
added. Next, while S is modified with the incorpora-
tion of some new instance, the technique tries to clas-
sify the instances of E using only instances of S . If an
instance is incorrectly classified, it is added to the set
S and is deleted from set E. In order to classify an in-
stance x of E, using the set S , the technique calculates
for each instance in S its weight based on the imper-
fection and its weight based on distance to x, so that
an instance of S with less distance and less imperfec-
tion has a greater weight. The class values of k near-
est neighbors to x are aggregated using an aggregation
method as the ones described in Section 3.2.4. If the
distance from the aggregated class to the real class is

greater than a threshold Uc, the instance is not classi-
fied correctly and is added to the set S . The threshold
Uc defines, with a value greater than 0, how much the
user allows the aggregated and real class can differ to
continue considering that the classification is correct.
A value of Uc = 0 indicates that the classification is
considered correct only when the aggregated class and
the real class are the same.

The instance selection technique from imperfect
data proposed is shown in Algorithm 3.

Algorithm 3: ISELimp technique
Input Dataset E
S = ∅
Let IN be a set of k instances of E
Remove IN from E and add IN to S
while S is modified do

for all x j ∈ E do
Let KIMPx j be the set of the k nearest instances xj

in S according to dimp(·, ·)
Calculate imperfection weight (p(yi)) and distance
weight (q(yi)) for all yi ∈ KIMPx j

Aggregate the information of each neighbor in order
to obtain possible class values for the instance xj

using AggreN and AggreF functions.
Let classAgg be the result of that aggregation
if f2(x j

n, classAgg) > Uc then
Add x j to S
Remove x j from E

end if
end for

end while
Output S

As we can see in Algorithm 3, and with the aim
of allowing the processing of imperfect data, the tech-
nique must use appropriate measures taking into ac-
count the inherent information of the data. Specifically,
ISELimp technique must use: a) a distance/dissimilarity
measure dimp(·) in order to obtain the distance between
two instances with imperfect information in both nu-
merical and nominal attributes (using the normalized
fuzzy distance or dissimilarity measures f1(·, ·), f2(·, ·)
for numerical and nominal attributes, respectively);
and b) a measure imp(·) that obtains the degree of im-
perfection that contains an instance from the imperfect
values of the different attributes that compose it.

From these measures, the ISELimp technique uses
two weights to the instances: the weight based on im-
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perfection p(·) = 1− imp(·) and the weight based on
distance q(·) = 1− dimp(·, ·).

5. Localization Activity Dataset

In this section, we carry out several experiments
oriented to the application focused on “Detection of
falls”. The objective of these experiments is to show
the robustness of the proposed techniques handling the
true nature of the available information, the relevance
of the selected information and the possibility of ob-
taining multivalued classes.

5.1. Detection of falls

As indicated in [18], there are about tens of millions
living people over the age of 65 who fall at least one
time each year. Researchers have demonstrated that
the risk of hospitalization and necessary post-fall care
would be greatly reduced if caregivers were notified
immediately after the fall. Therefore, the high percent-
age of falls and the high cost of the treatment of the
injuries produced, make it important to have fall de-
tection systems. Among the systems developed for this
purpose are those using wearable sensors that allow
measuring physical activity in real-life environments.
Fall detection systems have been developed using sys-
tems based on DM trying to differentiate falls from
activities of daily living (ADLs) and, in particular, in
[14] the problem has been addressed through the use
of kNN technique. However, in most of these systems
the only information collected in the datasets comes
from sensors, discarding valuable additional informa-
tion that manufacturers of the devices provide about
the measurement error committed by them.

It is interesting to incorporate into the datasets the
real nature of the information, indicating that the real
value of the sensor is represented by an interval rather
than by a crisp value. In this case, the information has
a greater richness and it is needed that the used DM
technique will be able to work with such intervals. In
addition, the malfunction of any sensor at any given
time, can generate incomplete data with some miss-
ing value. These missing values do not have to be dis-
carded if the technique is able to deal with them. This
is the potential of the kNNimp and ISELimp techniques.

In addition, the separation between the situations of
fall and ADLs does not have to be always exclusive or
differentiated. It may be important in this case the use
of DM techniques that provide all the information ob-

tained in the classification process allowing the exter-
nal decision maker to decide when a final class can be
discarded and when not. This can be done with kNNimp

technique using the UD threshold. Moreover, in many
problems of this application domain, datasets are ob-
tained by the performance of subjects in certain envi-
ronments (houses, hospitals, etc) and in these datasets,
there are real time self-annotations by subjects indi-
cating the activity they are performing at certain times
[35]. It is interesting to allow that these annotations can
reflect the imprecision and ambiguity of human being
allowing to use linguistic labels, or multivalued anno-
tations, which can also be approached with the pro-
posed techniques.

To carry out a simulation on this application and the
potential of the techniques proposed in it, we perform
a set of experiments on a dataset of the application do-
main and various modifications of it.

5.1.1. Datasets description
We apply the proposed techniques to “Localization

Data for Person Activity DataSet” [23], which we have
denoted as LocalAcORG dataset. This dataset contains
instances of five people performing different activities.
Each person wore four sensors (ankle left, ankle right,
belt and chest). The dataset is composed of 164860 in-
stances and 6 attributes. Attribute 1 indicates the per-
son, attribute 2 the sensor, attributes 3, 4 and 5 indicate
the x, y, z coordinates of the location captured by the
sensor, and attribute 6 is the class of the instance. The
class attribute, which indicates the activity that the per-
son is doing, has 11 class values (walking, falling, ly-
ing down, lying, sitting down, standing up from lying,
on all fours, sitting on the ground, standing up from
sitting, standing up from sitting on the ground). If we
use a conventional DM technique on this dataset, we
are discarding the true nature of the data and the clas-
sification is a hard classification (a disjoint separation
of the different class values).

Applying the techniques proposed in this paper,
we can handle and process imperfect data. For ex-
periments, we make several changes on LocalAcORG

dataset to generate various synthetic datasets with im-
perfect information:

– We modify the values of the x, y, z coordinates
(attributes 3, 4 and 5, respectively) obtained by
the sensors to incorporate the error made by them
according to the manufacturer’s information. It
would be more appropriate to express the mea-
sure obtained as value ± errorAbsolute. Specifi-
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cally, we incorporate value ± 0.1 into the dataset
(the new dataset is denoted by LocalAcI dataset).

– We include on the original dataset a 10% of miss-
ing values without considering the class attribute
(LocalAcM).

– We generate a new dataset joining the imper-
fect values of the two previous datasets, that is,
a dataset with the x, y, z coordinates expressed
by value ± 0.1 and a 10% of missing values
(LocalAcIM).

The description of the datasets is shown in Table 1.

Table 1
Description of “LocalAc” datasets

Imperfect values
Dataset |E| Nu No I IV% – MV%

LocalAcORG

164860 3 3 11

0 – 0
LocalAcI 50 – 0
LocalAcM 0 – 10
LocalAcIM 44 – 10

In Table 1, we show the number of instances |E|,
the number of numerical (Nu) and nominal (No) at-
tributes and the number of possible values for the class
attribute (I). In the column “Imperfect values”, we
show the percentage of imperfect values contained in
the dataset. Column IV% shows the percentage of in-
terval values and column MV% shows the percent-
age of missing values. In total, the LocalAcORG dataset
does not contains imperfect data, while the LocalAcI

dataset contains 50% of imperfect values (interval val-
ues). LocalAcM contains 10% of missing values and
LocalAcIM contains 54% of imperfect values (10% of
missing values and 44% of interval values).

We perform different experiments aimed at check-
ing the robustness and flexibility provided by the pro-
posed techniques when carrying out data process-
ing with greater expressive richness than conventional
techniques. The testing process in all experiments is
done by dividing the datasets into two sets: The first
one is considered as train dataset (80% of the dataset)
and the second one is considered as test dataset (20%
of the dataset). For these datasets, both the train and
the test datasets will contain imperfect data. This pro-
cess is repeated five times with different partitions. All
tables in the following sections show the averaged ac-
curacy of the five replicates.

5.2. Analysis and configuration of parameters

We are going to carry out an analysis of the con-
figurable parameters of the techniques taking as base
the LocalAcORG dataset. With the best parameter val-
ues we will perform the following experiments. In the
analysis we consider all combinations of the different
distance functions of Table 2, values k={1, 3, 5, 7, 9,
11, ..., 99}, values UD = {0, 0.05, 0.1, 0.15, 0.2} and
the aggregation methods WMCV, WMSV, SMCV and
SMSV. When carrying out the different executions, the
results obtained with the different combinations of the
distance functions considered do not show significant
differences, so in Table 3 only those obtained with the
Diamond distance [11] to f1(·, ·) and Dubois and Prade
measure [12] to f2(·, ·) are shown.

Table 2
Distance/Dissimilarity/Similarity Measures

f1(·, ·) =


Diamond distance [11]
Extended Hausdorff distance [29]
Similarity proposed by Chen [4]

f2(·, ·) =


Dubois and Prade dissimilarity measure [12]
Disconsistency index [13]
Similarity proposed by Santini [32]

In Table 3 we highlight in bold the best results ob-
tained with each aggregation method. We can see that
the best results are obtained with k = 5 and that the
accuracy decreases as the value of k increases (greater
values for k have been considered although their results
are not shown due to space limitations).

As discussed earlier, the technique can provide mul-
tivalued classes as output. That is, when we have to
assign an output to an instance and we have several
possible major classes with very similar membership
degrees, we should not choose between those classes
and provide as output a multivalued class (through the
parameter UD). For example, if we have a class “a”
with membership degree µ(a)=0.45 and a class “b”
with membership degree µ(b)=0.55, with the threshold
UD=0.2 the technique will return as output {a,b} since
0.55−0.45

0.55 =0.18 6 0.2. By allowing a set of possible
values in the class attribute (controlled by the thresh-
old value UD), the obtained results are improved as we
can see in Table 3. The upper end of the interval indi-
cates that the output class values contain the real class
value giving better results which indicates that differ-
ent instances have their real classes as the second can-
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Table 3
Accuracy results when evaluating different parameters with LocalAcORG dataset

Method, k UD=0 UD=0.05 UD=0.1 UD=0.15 UD=0.2

WMCV, k=1 77.6 77.6 77.6 77.6 77.6
WMCV, k=5 79.0 [77.0,81.0] [77.0,81.0] [77.0,81.0] [77.0,81.0]
WMCV, k=7 79.0 [77.2,80.0] [77.2,80.0] [77.2,80.0] [77.2,80.0]
WMCV, k=11 78.0 [76.6,79.0] [76.6,79.0] [76.6,79.0] [75.0,80.8]
WMCV, k=15 77.4 [76.2,78.0] [76.2,78.0] [75.0,79.2] [74.0,80.0]
WMcv, k=19 76.8 [75.4,77.0] [75.4,77.2] [74.0,78.6] [73.8,79.0]

WMSV, k=1 77.6 77.6 77.6 77.6 77.6
WMSV, k=5 79.0 79.0 79.0 79.0 79.0
WMSV, k=7 79.0 79.0 79.0 79.0 79.0
WMSV, k=11 78.0 78.0 78.0 78.0 78.0
WMSV, k=15 77.4 77.4 77.4 77.4 77.4
WMSV, k=19 76.8 76.8 76.8 76.8 76.8

SMCV, k=1 77.6 77.6 77.6 77.6 77.6
SMCV, k=5 [77.0,81.0] [77.0,81.0] [77.0,81.0] [77.0,81.0] [77.0,81.0]
SMCV, k=7 [77.2,80.0] [77.2,80.0] [77.2,80.0] [77.2,80.0] [77.2,80.0]
SMCV, k=11 [76.6,79.0] [76.6,79.0] [76.6,79.0] [76.6,79.0] [74.2,81.0]
SMCV, k=15 [76.2,78.0] [76.2,78.0] [76.2,78.0] [75.0,79.2] [74.0,80.0]
SMCV, k=19 [75.4,77.0] [75.4,77.0] [75.4,77.0] [74.0,78.6] [73.8,79.0]

SMSV, k=1 77.6 77.6 77.6 77.6 77.6
SMSV, k=5 [77.0,81.0] [77.0,81.0] [77.0,81.0] [77.0,81.0] [77.0,81.0]
SMSV, k=7 [77.2,80.0] [77.2,80.0] [77.2,80.0] [77.2,80.0] [77.2,80.0]
SMSV, k=11 [76.6,79.0] [76.6,79.0] [76.6,79.0] [76.6,79.0] [76.6,79.0]
SMSV, k=15 [76.2,78.0] [76.2,78.0] [76.2,78.0] [76.2,78.0] [76.2,78.0]
SMSV, k=19 [75.4,77.0] [75.4,77.0] [75.4,77.0] [75.4,77.0] [75.4,77.0]

didate in the prediction. Therefore, allowing a multi-
valued output class helps users’ decision making.

Regarding the aggregation methods we can consider
that the method WMCV is the one that produces better
results because it obtains the maximum precision with
UD = 0 and better interval for the remaining values
of UD. To compare the different intervals obtained, we
used the measure int([a, b]) = a+b

2 −
b−a

widthmax
where

widthmax is the maximum amplitude of the intervals
obtained.

With the results obtained with the LocalAcORG

dataset in Table 4, we show the common configura-
tion of the parameters of the techniques used for the
following experiments. Parameters UI and Uc will be
specified in the different experiments.

5.3. Analyzing robustness with imperfect data

The experiments in this section are performed to
verify whether the use of imperfect information main-
tain satisfactory results. For this, we use the kNNimp

technique with the parameter configuration shown in
Table 4.

Table 4
Parameter Configuration

Parameter Configuration

f1(·, ·) Diamond distance [11]
f2(·, ·) Dubois and Prade measure [12]
g(·) Power of fuzzy sets [8]
k 5
UD {0, 0.2}
Aggregation Method WMCV

Table 5 shows the averaged accuracy obtained when
classifying the test dataset using the corresponding
train dataset, both for original dataset and for datasets
with imperfection. As the combination method WMCV

is affected by the threshold UD, in this table we show
the results for different values of this parameter. The
threshold UI is set to 1 because the imperfection intro-
duced in the datasets is synthetic and affects in a con-
trolled way to all the instances, therefore, it will always
be carried out the classification of the test instances.
Moreover, we indicate with subscript the value of k
used.
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Table 5
Accuracy results when classifying the different LocalAc datasets us-
ing kNNimp technique

UD=0 UD=0.2

LocalAcORG 79.05 [77.0,81.0]5
LocalAcM 76.05 [73.2,78.0]5
LocalAcI 79.05 [77.0,81.0]5
LocalAcIM 76.05 [73.2,78.0]5

We can verify with the obtained results that the ap-
plied technique shows robustness, maintaining good
results when we add to the dataset additional infor-
mation about the problem (LocalAcI). The averaged
accuracy obtained with LocalAcM and LocalAcIM de-
creases due to we have deleted information from the
dataset by entering missing values. However, we can
see that the technique is robust in the treatment of im-
perfect data and therefore it allows to improve the data
preprocessing phase in the DM process by not having
to perform a transformation and elimination of these
types of imperfect data.

5.4. Instance Selection with imperfect data

The following experiments are performed to asses
the ISELimp technique verifying whether the reduction
made to the datasets maintain satisfactory results.

First, we select a subset of instances in the several
datasets using the proposed ISELimp technique. The re-
sults obtained from the process of instance selection
on the four datasets are shown in Table 6. The instance
selection process has been applied to each of the five
train datasets (80% of the complete dataset). Table 6
shows the averaged values obtained with the five repli-
cates. In addition, #InsSel and RedRate indicate the
number of instances in the several reduced datasets and
the percentage reduction respectively.

The results have been obtained with two different
configurations for ISELimp: the first one (denoted by
ISEL1−0

imp ) selects an instance using the nearest neigh-
bor (k = 1) and the threshold Uc = 0. In this way any
instance whose class is not equal to that of the near-
est neighbor is selected and becomes part of S . In the
second configuration (denoted by ISEL5−0.3

imp ) an in-
stance is selected using the k nearest neighbors (k = 5)
and the threshold Uc = 0.3. Thus, an example is se-
lected, and becomes part of S , when the class of the
5 nearest neighbors designated by the WMCV aggre-
gation method differs by an amount greater than 0.3
from its class ( f2(·, ·) > Uc). The configuration k = 1,

Uc = 0.3 has not been considered since with k = 1,
the output class is always formed by a value and there-
fore f2(·, ·) ∈ {0, 1} and the result of the configuration
is always the same for all possible values of Uc. The
configuration k = 5, Uc = 0 has also been checked,
showing similar results to the ISEL5−0.3

imp configuration.

Table 6
Instance selection on the several datasets

ISEL1−0
imp ISEL5−0.3

imp

#InsSel RedRate #InsSel RedRate

LocalAcORG 48802.8 62.99% 86804.2 34.18%
LocalAcM 52692.8 60.05% 91269.4 30.80%
LocalAcI 48810.0 62.99% 86809.4 34.18%
LocalAcIM 52674.0 60.06% 91281.0 30.79%

As we can see in Table 6, the reduction obtained
by the proposed technique is very significant for both
the original datasets and the ones containing imperfect
data. We denote the new datasets as LocalAcORG-R,
LocalAcI-R, LocalAcM-R and LocalAcIM-R respectively.

When we classify the corresponding test datasets us-
ing the reduced train datasets by kNNimp technique, we
obtain the results shown in Table 7.

Table 7
Accuracy results when classifying the different reduced LocalAc
datasets using kNNimp technique

Dataset UD=0 UD=0.2

w
ith

IS
E

L
1
−
0

im
p

LocalAcORG-R 77.05 [70.0,80.0]5
LocalAcM-R 73.25 [65.6,77.0]5
LocalAcI-R 77.05 [70.0,80.0]5
LocalAcIM-R 73.05 [65.6,77.0]5

w
ith

IS
E

L
5
−
0
.3

im
p

LocalAcORG-R 79.05 [76.8,81.0]5
LocalAcM-R 76.05 [73.0,78.0]5
LocalAcI-R 79.05 [76.8,81.0]5
LocalAcIM-R 76.05 [73.0,78.0]5

We can verify with the obtained results that the ap-
plied techniques show robustness, maintaining the re-
sults when we perform an instance selection that al-
lows us to improve the computational cost and mem-
ory requirements of the algorithms. As we can ob-
serve with the results obtained in Tables 6 and 7, the
configuration ISEL5−0.3

imp obtains the same accuracy as
the datasets without reducing although the reduction is
smaller than the one carried out with ISEL1−0

imp . So, if
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the real-time response requirements are important we
will choose the configuration ISEL1−0

imp . In this config-
uration, with the parameter UD = 0.2, we can observe
that the upper ends of the intervals are still high, so the
accuracy is still good allowing high-risk situations to
be detected by a supervisor.

5.5. Comparing with other instance selection
techniques

Finally, we are going to carry out the comparison
of the results obtained with the techniques proposed
in this work with the results obtained in [24]. In [24]
a reduction of the LocalAcORG dataset is realized by
means of two instance selection processes: baseline
process and ReDD. Both processes internally use the
instance selection methods provided by GA, DROP3
and IB3 algorithms. Additionally ReDD process uses
a RD (representative data) and URD (unrepresentative
data) detector based on a classification technique. In
particular they obtain results with a CART decision
tree, k nearest neighbor and support vector machine.

In their experiments perform five partitions of the
original datasets (80% train dataset and 20% test
dataset) to repeat the experiment five times showing
the averaged accuracy and averaged reduction rate.

In Table 8 the best results obtained in [24] and the
best ones obtained with ISELimp and kNNimp tech-
niques are shown. The two configurations of ISELimp
obtain better precision than the proposals of [24] with
a larger reduction in the case of ISEL1−0

imp .

Table 8
Comparative results of instance selection in LocalAcORG dataset

Method % Reduction % Accuracy

Baseline-IB3CART 18.54 62.46
Baseline-DROP3kNN 44.89 69.14
Baseline-GAkNN 59.46 62.97

ReDD-IB3CART 18.54 62.65
ReDD-DROP3kNN 44.89 64.67
ReDD-GAkNN 59.46 62.35

ISEL1−0
imp 62.99 77.00

ISEL5−0.3
imp 34.18 79.00

6. Conclusion and Future Works

The results obtained in the experiments performed
in this work lead us to think that the kNNimp tech-

nique is robust when it is applied in real world prob-
lems and it reflects in a more natural and adequate
way the data available in such applications decreasing
the necessary data preprocessing previous to the DM
phase. The proposed ISELimp technique to instance se-
lection reduces the initial dataset by a high percent-
age, maintaining the classification results both by com-
paring them with the results obtained with the origi-
nal dataset and with respect to the datasets with im-
perfection. This allows to improve the computational
requirements of a response in real time maintaining
the accuracy of the same. The results obtained with
ISELimp technique have also been compared with those
obtained with other instances selection techniques of
literature, obtaining better results.

As future works, more combination methods should
be studied in depth with both kNNimp and ISELimp

techniques. Moreover, new distance/dissimilarity mea-
sures can be implemented and tested with several
datasets to analyzed in depth the robustness and flexi-
bility of the techniques proposed.
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