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Abstract 

Research synthesis projects play an indispensable role in the scientific process as they bring 

order to the vast array of scientific evidence, organizing individual pieces of evidence into a 

coherent body of knowledge on a specific topic. Given this prominent role, the results and 

conclusions of research synthesis projects carry greater relevance and impact compared to 

those of individual studies. Therefore, it is essential to keep an eye on the research practices 

and credibility of research synthesis projects. In this dissertation, we delve into various aspects 

of research practices and the credibility of research synthesis projects. The first study (Chapter 

2) focused on assessing the prevalence of transparency and reproducibility-related reporting 

practices in research synthesis projects. The second study (Chapter 3) focused on 

reproducibility of meta-analytic results reported on these projects. Lastly, the third study 

(Chapter 4) explored the statistical power of meta-analytic synthesis when assuming a 

random-effects model. All three studies were carried out using a random sample of 100 

published research synthesis projects on effectiveness of clinical psychological interventions.  
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Chapter 1  

General Introduction 

Scientific progress relies on the accumulation of knowledge by building upon the 

prior contributions of fellow researchers. Commonly, no single study provides enough 

information to answer a question conclusively. Low precision, low statistical power, and 

the specificity of a particular context and design threaten the reliability of the estimates, 

the probability of detecting true effects, and the generalizability of the conclusions drawn 

in single studies.  

Furthermore, the number of available scientific publications is constantly 

growing, with the growth rate escalating each year (Bornmann et al., 2021). Therefore, 

scientific literature abounds with singles studies –many of them focusing on the same or 

similar phenomena— which provide partial information that should be synthesized in 

order to reach more reliable and useful answers to scientific questions. As early as the late 

20th century, Morton Hunt (1997) eloquently articulated this notion, stating: 

Fundamental assumption that our culture makes about science, namely, that is 

progressive and cumulative…for centuries it has been an article of faith that 

scientists base their research on existing information, add a modicum of new and 

better data to it, and thereby advance toward an ever more profound, complete, 

and accurate explanation of reality.   

But today we are experiencing a crisis of faith; many of us no longer feel sure that 

science, though. Growing explosively, is moving inexorably toward the truth. 

Indeed, “growing explosively” is an ominous oxymoron: growing implies orderly 

development, but explosively denotes disorder and fragmentation. (p. 1) 

In this context, research synthesis approaches have become an essential part of 

scientific progress. However, it is not an issue of whether to synthesise or not, it is more 
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about how to synthesise. Different approaches have been used throughout history to 

synthesise the available research. The strength and limitations of each have led to those 

most widely currently used. Next, a brief overview of the different approaches used at 

different times in history is presented. 

1.1 Research synthesis over time 

1.1.1 From narrative reviews to systematic reviews 

One of the earliest forms of research synthesis was the so-called narrative reviews. 

This kind of reviews were carried out by experts on a particular topic who provided a 

broad overview of a specific research area or question. Narrative reviews are often 

conducted in an unsystematic and subjective manner which introduces a high risk of bias 

in the conclusions drawn from such reviews. According to White (2019): 

Narrative reviewers had been mute on how they found the studies under 

review…had accepted or rejected studies impressionistically…were inconsistent 

in deciding which aspects of studies to discuss…used ad hoc judgments as to the 

meaning of statistical findings. (p. 53) 

These methodological shortcomings were pointed out at the end of 20th century 

by the social scientist David Pillemer (1984):   

Meta-analysts characterize the usual review as subjective, relying on idiosyncratic 

judgments about such key issues as which studies to include and how to draw 

overall conclusions. Studies are considered one at a time, with strengths and 

weaknesses selectively identified and casually discussed. Since the process is 

informal, it is not surprising that different reviewers often draw very different 

conclusions from the same set of studies. Left to confront tens or even hundreds 

of studies without formal tools, the narrative reviewer must rely on personal 

strategies to coax out reliable findings. (p. 28) 

Consequently, narrative reviews were often considered as scientifically unsound 

publications.  
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As the amount of evidence available increased, the relevance of research synthesis 

also increased, leading to the urge to treat the process of research synthesis as a scientific 

enterprise (Chalmers et al., 2002). Recognizing the limitations and subjectivity of 

narrative reviews, researchers sought to develop more rigorous methods that would 

provide a systematic and transparent approach to synthesizing research findings. This 

marked a significant shift in the field of research synthesis, prompting the development 

of new approaches that aimed to minimize bias and enhance the reliability of the 

synthesized evidence. Gregg B. Jackson (1980) and Harris M. Cooper (1982) laid the 

groundwork for research synthesis as a research process, drawing an analogy between 

research synthesis and primary research, describing the different stages of the process, 

their function, and their potential threats to validity. These endeavours materialised with 

the advent of so-called systematic reviews. 

1.1.1.2 Systematic reviews  

Systematic reviews are characterized by focusing on well-defined research 

questions, seeking to shape a proper design for those aims; by their comprehensiveness, 

seeking to capture all the available evidence on a specific topic; by predefined inclusion 

and exclusion criteria, seeking to avoid selection biases; by carrying out critical appraisal 

of included studies, seeking to measure the validity of the evidence considered; by using 

predefined approaches to synthetise the results of included studies – both quantitative and 

qualitative, seeking to avoid potential biases. 

As an astute reader may have noticed, systematic reviews are characterized by a 

systematization of review processes. Nonetheless, what truly establishes systematic 

reviews as a scientific endeavour is carrying out and reporting them in a transparent and 

reproducible manner. 

1.1.2 Quantitative synthesis  

Another key issue on how to properly conduct an accurate research synthesis is 

how to draw sound conclusions from a collection of individual studies. Traditionally, 

narrative reviewers addressed this matter following a sort of quasi-quantitative proto-

vote-counting approach. Basically, from the collection of reviewed studies, narrative 

reviewers drew conclusions discussing the results of the set of individual studies 

eventually reaching a sort of consensus on the majority direction.  Although the vote-

counting approach underwent systematization and refinement (Hedges & Olkin, 1980; 
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Light & Smith, 1971), nowadays its use is not recommended in most circumstances or 

even deemed an unacceptable synthesis method (McKenzie and Brennan, 2022).  

On the other hand, since Karl Pearson (1900) described the χ2 distribution and 

used the χ2 statistic to test the independence of proportions, and later Ronald A. Fisher 

(1925) formalized the concept and broadened its applicability to researchers, p-values 

have been ubiquitous in quantitative research. Naturally, there were proposals to use them 

in quantitative synthesis. Fisher (1932) and Pearson (Pearson, 1938) themselves, along 

with others (e.g., Stouffer et al., 1949; Wilkinson, 1951), made proposals for the 

combination of independent p-values from individual studies. While these methods can 

be useful in certain scenarios or for specific purposes (McKenzie and Brennan, 2022), 

they do not address the most informative aims when quantitative synthesis is carried out 

(Hedges & Olkin, 1985), namely estimating the average magnitude of the effects and 

assessing consistency across individual studies. Bearing these two aspects in mind, the 

following section briefly summarizes the history of what is currently the predominant 

approach to quantitative synthesis, the so-called meta-analysis.  

1.1.2.1 Meta-analysis 

Karl Pearson’s (1904) work on effectiveness of a vaccine against typhoid fever 

could be considered as the earliest meta-analysis in its contemporary sense. He computed 

correlation coefficients for a set of 11 individual studies, pooled them within two 

subgroups and discussed the observed variability among them. Subsequently, William G. 

Cochran, through a series of works (1937, 1953, 1954) introduced and developed 

fundamental concepts that continue to be utilized in modern meta-analysis, namely 

weighting individual effect sizes by precision (e.g., inverse variances) and estimating the 

heterogeneity among primary effect sizes beyond what can be attributed to their sampling 

variances. 

These prior endeavours eventually catalysed when Gene Glass coined the term 

meta-analysis at the 1976 Annual Meeting of the AERA (American Educational Research 

Association). Furthermore, a few years later, the influential handbook Statistical Methods 

for Meta-Analysis by Larry V. Hedges and Ingram Olkin was published in 1985, 

solidifying the field of meta-analysis. Nonetheless, it is worth mentioning that these 

advancements were not immune to criticism. Scholars such as Eysenck (1978) and 

Shapiro (1994) raised critical viewpoints regarding certain aspects of meta-analysis. 
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1.2 Research synthesis today  

Nowadays, systematic reviews and meta-analyses have gained widespread 

recognition as the gold standard approach for research synthesis. Numerous up-to-date 

handbooks provide comprehensive guidance (e.g., Cooper et al., 2019; Higgins et al., 

2019; Schmid et al., 2021) on conducting these syntheses, offering detailed instructions 

and recommendations. Moreover, guidelines for proper reporting of syntheses (e.g., Page 

et al., 2021; Sánchez-Meca et al., 2021) outline the essential elements that should be 

included when reporting on research synthesis work. 

Although this field is dynamic and constantly evolving, with continuous 

development of new methods and refinement of existing ones, it has established a solid 

foundation. This enables the production of informative and reliable work, allowing 

researchers to generate valuable insights and evidence-based conclusions. Hence, 

systematic reviews and meta-analysis are frequently considered as top-tier sources of 

scientific evidence in the context of evidence-based practice in psychology and related 

fields. 

The subsequent section outlines a well-established, multi-stage pipeline that 

delineates research synthesis as a scientific process. This pipeline draws upon the work 

of Harris M. Cooper (1982; 2017; 2019) and provides a comprehensive framework for 

conducting research synthesis. 

1.2.1 Research synthesis as a scientific process 

1.2.1.1 Formulating the problem 

As in any scientific endeavour, the first step in a systematic review is formulating 

the problem. This stage requires clearly defining the research question to be addressed in 

the synthesis. The correct formulation of the research question involves establishing both 

the operational and conceptual definitions of the constructs and variables involved, as 

well as defining the relationship between these variables. These well-defined 

formulations serve as a guide throughout the entire synthesis process. They inform 

various aspects of the review, such as determining eligibility criteria for including studies, 

conducting systematic searches to identify relevant studies, collecting data from the 

included studies, structuring the synthesis process, and presenting the findings. 
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1.2.1.1.1 Eligibility Criteria 

Once the research question and variables of interest have been clearly defined, the 

next step in a systematic review is to pre-specify the inclusion criteria (McKenzie et al., 

2022). These criteria play a crucial role in determining which studies will be included in 

the synthesis and are therefore of utmost importance. The eligibility criteria cover various 

aspects, including the population of interest, the study design(s) that will be included, the 

types of interventions or exposures under investigation, the outcomes of interest, years 

covered by the synthesis, publication status of the included studies, and any other relevant 

characteristics of the studies. The eligibility criteria serve as a set of predefined rules that 

guide the study selection process, ensuring that only studies meeting these criteria will be 

considered for inclusion in the synthesis. 

1.2.1.2 Searching the literature  

The next step in the systematic review process involves conducting a 

comprehensive search to identify primary research studies that have the potential to be 

included in the synthesis. Unlike primary research, which typically targets a finite sample 

of units (e.g., participants), systematic reviews aim to include all empirical studies on a 

specific topic of interest that meets the predefined inclusion criteria. This means that the 

search must be exhaustive, aiming to identify as many eligible studies as possible. 

Therefore, is recommended to use a range of sources such as including bibliographic 

databases, journals, conference proceedings, grey literature, and expert 

recommendations. 

In order to conduct a successful search in a systematic review, it is necessary to 

design a proper search strategy taking into account its comprehensiveness and its 

precision. Comprehensiveness or sensitivity of a literature search refers to the ratio of 

relevant studies retrieved by the search strategy to all the relevant studies available in the 

literature. On the other hand, precision or specificity refers to the ratio of relevant studies 

retrieved by the search strategy to all the retrieved studies. These two elements are 

inversely related to each other. Despite, more comprehensiveness implies more workload, 

systematic reviews aim to include all relevant studies that meet the predefined inclusion 

criteria to ensure a representative synthesis of the available evidence. Therefore, it is 

generally recommended to prioritize comprehensiveness over precision. 
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1.2.1.2.1 Selecting studies  

Once the search process is completed, and considering the emphasis on 

comprehensiveness over precision, it is expected that the output set will contain a certain 

degree of noise or irrelevant studies. To identify and select the studies that meet the 

predefined inclusion criteria, a selection process is required, which often involves 

multiple stages. First, the most obviously irrelevant studies can be identified and removed 

based on a preliminary assessment of their titles and abstracts. In this stage, all potentially 

relevant studies are retained. Then, the full-text reports of those studies are examined and 

faced with the predefined inclusion criteria to determine their eligibility for inclusion in 

the synthesis. The decisions made at this stage are among the most influential decisions 

that are made in the synthesis process, so it is highly recommended to employ a double 

independent screening approach. 

1.2.1.3 Data collection and critical appraisal  

The selected primary studies typically serve as the observations or units of 

analysis for the synthesis. Therefore, it is necessary to extract information from them. 

During the data collection process, several variables such as primary or secondary 

outcomes, potential moderators, study characteristic, methodological details, and other 

relevant factors are coded from the included studies. The specific information to be 

extracted and coded should align with the research question and objectives of the 

synthesis.  

Another relevant source of information from primary studies is study quality. It 

can be seen as a measure of the internal validity of the results gathered from a primary 

study. Considering study quality becomes essential when assessing and synthetising a 

collection of studies that, among other factors, will vary in study quality. Study quality 

indicators allow us to set them as inclusion/exclusion criteria, explore relationships 

between them and other characteristics of the studies, or test if effect sizes vary as a 

function of study quality (Valentine, 2019).  

1.2.1.4 Synthetising studies 

The synthesis of the collection of included studies, utilizing the extracted 

information, represents the core stage of the process. It is during this stage that we obtain 

results leading to meaningful insights. While various approaches exist for conducting the 

synthesis process, our focus lies on the most widely used approach, meta-analysis. 



8 
 

1.2.1.4.1 Meta-analysis 

Meta-analysis has been defined as the “use of statistical methods to combine data 

across studies in order to estimate parameters of interest” (Schmid et al., 2021, p. 19) or 

“statistical analysis of a large collection of analysis results from individual studies for the 

purpose of integrating the findings (Glass, 1976). 

A standard meta-analysis of aggregate data involves a two-stage process. First, an 

effect size (by effect size, we refer to the magnitude of a phenomenon's presence in the 

population) in a common metric for each included study is computed from summary data 

previously collected. Secondly, a weighted average is computed by combining the 

primary effect sizes, and the heterogeneity among these effect sizes is estimated. These 

computations serve the following aims (Schmid et al., 2021): 

- Increase the precision of the estimates.  

- Quantify the consistency among primary findings. 

- Explore the causes of observed inconsistency.  

As the aims of meta-analysis show, average estimation, and consistency in the results 

of the included studies are key points when carrying out a meta-analysis. Therefore, prior 

to fitting a meta-analytic model, certain assumptions need to be made in this regard. The 

most common approaches to address these aspects are the fixed-effect and random-effects 

models. 

1.2.1.4.1.1 Fixed and random effect(s) models 

Under the standard fixed-effect model, it is assumed that there is a single a 

common parametric effect for all estimates of the included studies (i.e., 𝜃1 = ⋯ =  𝜃𝑘 =

 𝜃). Consequently, any variation among study results is assumed to arise solely from 

sampling error in the primary studies. The purpose of meta-analysis under this model is 

to improve the precision of the estimation by combining information and to increase the 

statistical power to detect a true effect. However, in practice, the assumption of a common 

underlying effect among a collection of studies that differ in various aspects –such as 

research setting, population of interest, measurement tools among others– is often 

unrealistic (Higgins et al., 2009).   

For this reason, although there are more realistic interpretations for the former 

approach (Rice, 2018), the most widespread approach in practice is the random-effects 
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model. Under a random-effects model, it is assumed that primary effect sizes represent 

estimates of a random sample of parametric effects, which are drawn from an underlying 

distribution, such that 𝑦𝑖  ∼ 𝑁(𝜇𝜃,  𝜏2 + 𝜎𝑖
2), with 𝑦𝑖 being the effect estimate of the ith 

study, 𝜇𝜃 denotes the expected value,  𝜏2 the between-studies variance component, and 

𝜎𝑖
2 the sampling error of the ith study. Therefore, the purpose of meta-analysis under this 

model it to describe this distribution by estimating the expected value of the effect size 

across the different research settings, populations and any other factors in which the 

included studies may vary, as well as to assess the consistency of effect sizes between 

those factors. This model can be readily extended by adding fixed covariates that could 

account for some of this heterogeneity.  

1.2.1.5 Interpreting and reporting  

Drawing sound conclusions from synthesis results can be highly context 

dependent as it relies on the specific topic of interest and the research question at hand. 

Effect sizes are the common currency of quantitative synthesis and interpreting them is 

closely tied to the research area (Schäfer & Swartz, 2019) and the specific aims of the 

synthesis. Furthermore, when interpreting meta-analytic results, it is crucial to consider 

the strength of the evidence that has been included. This entails taking into account 

various domains such as the study quality of the included studies, imprecision of the 

summary estimates of the meta-analytic model, inconsistency among the included studies, 

and potential reporting biases (Balshem et al., 2011). Reporting biases refer to missing 

results in the synthesized body of evidence, which can occur due to practices such as 

outcome selective reporting or publication bias. These practices have the potential to 

introduce systematic biases that can inflate effect size estimates (Schäfer & Swartz, 

2019). There are several methods and approaches available to assess the potential impact 

of these practices on meta-analytic results. (Carter et al., 2019; Marks-Anglin & Chen, 

2020). 

Once the synthesis has been completed, it is crucial to report it transparently, with 

a correct structure, and provide sufficient information so that another researcher can 

reproduce each stage in the same manner as the original researchers and obtain the same 

results (Mayo-Wilson and Grant, 2019). There are many reporting guidelines that assist 

synthesists in this endeavour. One of the most relevant guidelines for reporting meta-

analyses is the Preferred Reporting Items for Systematic Reviews and Meta-Analyses 
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(PRISMA2020) statement (Page et al., 2021). It consists of a set of 27 items that cover 

the necessary information to be included in the report from the title to the conclusions.  
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1.3 Credibility crisis  

Over the decades, numerous methodologists have drawn attention to various 

phenomena that could undermine the credibility of published psychological findings. One 

such phenomenon is the ubiquity of statistically significant results in published literature 

(Greenwald, 1975; Sterling, 1959), which coexists with a high prevalence of 

underpowered studies (Chase and Chase, 1976; Cohen, 1962). This paradoxical 

combination raised different concerns. Rosenthal (1991) drew attention to the “file drawer 

problem” – which is now commonly referred to as publication bias. It refers to a 

systematic bias in the publication process that favours statistically significant results.  

Despite these early concerns, it was not until the 2010s that some remarkable 

empirical and conceptual contributions brought about a crisis or revolution in the field of 

psychology (Nelson et al., 2018; Nosek et al., 2022). The emergence of several replication 

failures (e.g., Doyen et al., 2012; Galak et al., 2012; Open Science Collaboration, 2015) 

along with evidence of a troublingly high prevalence of so-called Questionable Research 

Practices (John et al., 2012) –such as p-hacking (Simmons et al., 2011) or HARKing (Kerr 

et al., 1998)– shook the credibility of published scientific results.  

1.3.1 Meta-science 

These facts eventually led to the emergence of an entirely new research field 

known as meta-science. Meta-science focuses on studying the scientific process itself, 

including the methods, practices, and incentives that shape research outcomes 

(Hardwicke et al., 2020).  

From this field, a comprehensive framework for the empirical assessment of 

scientific credibility has been developed (LeBel et al., 2018; Nosek et al., 2022). When 

assessing the credibility of scientific results, various approaches can be employed. 

Reproducibility involves attempting to obtain the same results as reported in the original 

publication by using the same data and following the same procedure. It aims to assess 

whether the findings can be independently verified using the provided information. 

Robustness refers to evaluating the sensitivity of the original results and conclusions to 

variations in the original procedure while using the same data. This assessment helps 

determine the stability of the reported findings under different paths of data processing or 

analysis. Replicability, which is a fundamental principle of the scientific method, entails 
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independent researchers addressing the same research question using a similar approach 

but collecting new data. The aim is to observe consistent results that support the initial 

findings.  

In recent years, several meta-scientific projects have assessed these facets of 

research credibility (e.g., Hardwicke et al., 2018; Open Science Collaboration, 2015; 

Silberzahn et al., 2018), revealing some concerns, flaws, and questionable practices 

within the scientific research process. These findings have raised awareness and promoted 

discussions about improving scientific practices. As part of these efforts, meta-scientists 

have contributed with several initiatives or reform proposal to improve the credibility of 

scientific results. For instance, pre-registration (Wagenmakers et al., 2012) has been 

proposed as a tool to prevent p-hacking and HARKing. In essence, pre-registration 

involves time-stamped reports about hypothesis, design, analysis plan, and other relevant 

details published before any data are analysed or even collected. Additionally, open data 

and material sharing have been widely promoted (e.g., Miguel et al., 2014; Wicherts, 

2011) as a straightforward way of being able to assess reproducibility of published results, 

with the aim of detecting potential errors (Bakkers & Wicherts, 2011) or even fraud cases 

(Simonsohn et al., 2023). In the same vein, open script codes sharing is also a crucial 

aspect that enables the assessment of computational reproducibility of research project 

outputs (Kitzes, 2018). Overall, all these proposals revolve around the same idea: moving 

towards a more transparent workflow in scientific research. 

1.3.2 Replicability and reproducibility of research synthesis 

The majority of empirical meta-scientific assessments have predominantly 

focused on primary studies, with comparatively less attention given to evidence synthesis 

projects. Nonetheless, noteworthy contributions have been made in this area. For 

instance, Gøtzsche et al. (2007) recomputed the primary effect sizes from 27 meta-

analyses by recoding data from primary studies, finding issues in 10 of them. Tendal et 

al. (2009) recomputed the primary effect sizes and summary meta-analytic estimates by 

doubly re-extracting the relevant primary statistics by independent coders, finding 

substantial inconsistencies between coders. In a similar way, Tendal et al. (2011) found 

that multiplicity of effect sizes in primary studies can lead to different meta-analytic 

conclusions depending on how such multiplicity is addressed. Lakens et al. (2017) 

struggled to reproduce a set of meta-analyses due to lack of access to raw data and 
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incomplete reporting of the methodology followed. Kvarven et al. (2020) compared the 

results of published meta-analyses to large-scale replications on the same topic, finding 

significant differences in effect sizes for 12 out of the 15 pairs. And last, Maassen et al. 

(2020) found several challenges in reproducing the calculation of effect sizes based on 

the information reported by the original authors of each meta-analysis. 

The majority of these aforementioned studies focused on the reproducibility of the 

primary effect sizes, which serve as the unit of analysis in quantitative synthesis or meta-

analysis, recomputing them by recoding the data from the primary studies included in the 

synthesis. However, as discussed in earlier sections, research synthesis as a scientific 

endeavour is a systematic multi-stage process. Each stage of this process generates 

specific outputs that can be subject to reproduction attempts. For instance, Koffel & 

Rethlefsen (2016), assessed the reproducibility-related reporting practices of search 

strategies in a set of systematic reviews. Furthermore, when conducting reproducibility 

analysis of reported quantitative results of primary studies, researchers often rely on the 

original data provided by the original authors (e.g., Artner et al., 2020; Hardwicke et al., 

2018, 2021). In the context of research synthesis, this would involve an assessment of the 

reproducibility of the (quantitative) synthesis of included studies stage using the primary 

data already coded by the original authors. This puts the focus of the assessment at factors 

such as data availability, reusability of the data, challenges in reconstructing the original 

analysis scheme, and potential reporting errors.  
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1.4 Aims of this dissertation  

As discussed in previous sections, research synthesis has transitioned from a 

narrative and subjective approach to a rigorous scientific enterprise. As any scientific 

output, research synthesis results and conclusions are expected to provide sound and 

rigorous evidence. This is particularly notable in the case of evidence synthesis, which is 

often placed at the top of hierarchy of evidence, exerting significant influence on 

policymaking, social practices, and healthcare decisions. Furthermore, as discussed 

above, the recent credibility crisis within psychological research has highlighted the value 

of monitoring research practices in order to identify issues and drive improvements. 

However, as previously stated, research synthesis has received relatively less attention in 

this regard. Therefore, the current dissertation aims to explore possible issues, challenges, 

or poor practices in the context of reproducibility of research synthesis projects.  

Specifically, the current dissertation empirically assesses several aspects through 

the following three chapters. Firstly, it examines the transparency and reproducibility-

related reporting practices of research syntheses. Secondly, it investigates the 

reproducibility of reported results in quantitative synthesis (meta-analysis). Lastly, it 

evaluates the statistical power of random-effects meta-analyses. These assessments are 

conducted on a random sample of published research syntheses focusing on clinical 

psychological interventions. 

Next, a brief summary of each of the included studies is provided.  

1.4.1 A meta-review of transparency and reproducibility-related reporting practices in 

published meta-analyses on clinical psychological interventions (2000–2020). 

In this study, we attempted to empirically assess the prevalence of transparency 

and reproducibility-related reporting practices in published meta-analyses from clinical 

psychology by examining a random sample of 100 meta-analyses. Our purpose was to 

identify the key points that could be improved, with the aim of providing some 

recommendations for carrying out reproducible meta-analyses. We conducted a meta-

review of meta-analyses of psychological interventions published between 2000 and 

2020. We searched PubMed, PsycInfo and Web of Science databases. A structured coding 

form to assess transparency indicators was created based on previous studies and existing 

meta-analysis guidelines. We found major issues concerning: completely reproducible 

search procedures report, specification of the exact method to compute effect sizes, choice 
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of weighting factors and estimators, lack of availability of the raw statistics used to 

compute the effect size and of interoperability of available data, and practically total 

absence of analysis script code sharing. Based on our findings, we conclude with 

recommendations intended to improve the transparency, openness, and reproducibility-

related reporting practices of meta-analyses in clinical psychology and related areas. 

1.4.2 Reproducibility of published meta-analyses on clinical psychological 

interventions. 

In this study, we assessed the reproducibility of a sample of meta-analyses 

published between 2000-2020. From a random sample of 100 papers reporting results of 

meta-analyses of interventions in clinical psychology, 217 meta-analyses were selected. 

We first tried to retrieve the original data by recovering a data file, recoding the data from 

document files, or requesting it from original authors. Second, through a multi-stage 

workflow, we tried to reproduce the main results of each meta-analysis. The original data 

were retrieved for 67% (146/217) meta-analyses. While this rate showed an improvement 

over the years, in only 5% of these cases was it possible to retrieve a data file ready for 

reuse. Of these 146, 52 showed a discrepancy larger than 5% in the main results in the 

first stage. For 10 meta-analyses this discrepancy was solved after fixing a coding error 

of our data retrieval process and for 15 of them it was considered approximately 

reproduced in a qualitative assessment. In the remaining meta-analyses (18%, 27/146), 

different issues were identified in an in-depth review, such as reporting inconsistencies, 

lack of data, or transcription errors. Nevertheless, the numerical discrepancies were 

mostly minor, with little or no impact on the conclusions. Overall, one of the biggest 

threats to the reproducibility of meta-analysis is related to data availability and current 

data sharing practices in meta-analysis. 

1.4.3 Statistical power of random-effects meta-analyses on clinical psychological 

interventions. 

Underpowered studies are ubiquitous in psychology and related disciplines. Meta-

analysis can help alleviate this problem, increasing the statistical power by combining the 

results of a set of primary studies. However, this is not necessarily true when we use a 

random-effects model, which is currently the predominant approach when carrying out 

meta-analyses. In this study, we examined the statistical power of a sample of 141 

random-effects meta-analyses on the effectiveness of clinical psychological interventions. 
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Additionally, we compared the estimated power of these meta-analyses with the power of 

the individual studies that comprised them. To do so, we used different analytical 

approaches and a Monte Carlo approach. The statistical power of random-effects meta-

analyses was computed under different scenarios of true effect size and level of 

heterogeneity. Our results show that under certain scenarios, random-effects meta-

analytic statistical testing is underpowered, even showing a lower statistical power than 

the average or maximum statistical power of included primary studies. Overall, these 

scenarios were characterised by high heterogeneity and a low number of included studies. 

While this pattern is expected, our findings show the steepness of this drop in statistical 

power. These results are discussed in light of statistical and conceptual basis of random-

effects meta-analysis.  
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Chapter 2  

A meta-review of transparency and reproducibility-

related reporting practices in published meta-analyses 

on clinical psychological interventions (2000–2020)1 

Abstract 

Meta-analysis is a powerful and important tool to synthesize the literature about a research 

topic. Like other kinds of research, meta-analyses must be reproducible to be compliant 

with the principles of the scientific method. Furthermore, reproducible meta-analyses can 

be easily updated with new data and reanalysed applying new and more refined analysis 

techniques. We attempted to empirically assess the prevalence of transparency and 

reproducibility-related reporting practices in published meta-analyses from clinical 

psychology by examining a random sample of 100 meta-analyses. Our purpose was to 

identify the key points that could be improved with the aim to provide some 

recommendations to carry out reproducible meta-analyses. We conducted a meta-review 

of meta-analyses of psychological interventions published between 2000 and 2020. We 

searched PubMed, PsycInfo and Web of Science databases. A structured coding form to 

assess transparency indicators was created based on previous studies and existing meta-

analysis guidelines. We found major issues concerning completely reproducible search 

procedures report, specification of the exact method to compute effect sizes, choice of 

weighting factors and estimators, lack of availability of the raw statistics used to compute 

the effect size and of interoperability of available data, and practically total absence of 

analysis script code sharing. Based on our findings, we conclude with recommendations 

intended to improve the transparency, openness and reproducibility-related reporting 

practices of meta-analyses in clinical psychology and related areas. 

 
1 López-Nicolás, R., López-López, J. A., Rubio-Aparicio, M., & Sánchez-Meca, J. (2022). A meta-review of 
transparency and reproducibility-related reporting practices in published meta-analyses on clinical 
psychological interventions (2000–2020). Behavior Research Methods, 54(1), 334-349. 
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2.1 Introduction 

Systematic reviews and meta-analyses are commonly ranked among the most 

relevant sources of scientific evidence on the effectiveness of healthcare interventions 

(Evans, 2003), and therefore provide a powerful tool to evidence-based healthcare 

practice. Importantly, the validity of the conclusions drawn from a meta-analysis depends 

on the methodological quality and rigor of the primary studies (Nuijten et al., 2015; van 

Assen et al., 2015).  

The last decade has revealed significant problems in terms of replicability and 

reproducibility in psychological research, leading to the so-called ‘replication crisis’ 

(McNutt, 2014; Open Science Collaboration, 2015; Pashler & Wagenmakers, 2012). In 

this paper, by replicability, we mean that a previous conclusion will be supported by novel 

studies that address the same question with new data, and, by reproducibility, we refer to 

obtaining the exact same previous result applying the same statistical analysis to the same 

data (Asendorpf et al., 2013; Epskamp, 2019). 

Several efforts have been made to evaluate the replicability of findings from 

psychology and related fields (e.g., Hagger et al., 2016; Klein, 2014; Open Science 

Collaboration, 2015). A number of methodological issues, questionable research 

practices, and reporting biases have been suggested as potential explanations for failed 

replication attempts (Ioannidis, 2005; Johnson et al., 2017; Schmidt & Oh, 2016; 

Simmons et al., 2011; Stanley et al., 2018; Szucs & Ioannidis, 2017). In this context, 

meta-research has emerged as an approach ‘to investigate quality, bias, and efficiency as 

research unfolds in a complex and evolving scientific ecosystem’ (Hardwicke et al., 

2020a, p. 12; Ioannidis, 2018). This ‘research on research’ aims to help identify the key 

points that could be improved in research and reporting practices.  

Different concerns about the reproducibility of published meta-analyses have also 

emerged. Gøtzsche et al. (2007) re-computed the primary effect sizes from 27 meta-

analyses, finding problems in 10 of them. Tendal et al. (2009) re-computed the primary 

effect sizes and summary meta-analytic estimates re-extracting the relevant primary 

statistics by independent coders, finding substantial inconsistencies. In a similar way, 

Tendal et al. (2011) found that multiplicity of effect sizes in primary studies can lead to 

different meta-analytic conclusions depending on how such multiplicity is addressed. 

Lakens et al. (2017) struggled to reproduce a set of meta-analyses due to lack of access 



27 
 

to raw data and incomplete reporting of the methodology followed. Kvarven et al. (2020) 

compared the results of published meta-analyses to large-scale replications on the same 

topic, finding significant differences in effect sizes for 12 out of the 15 pairs. And last, 

Maassen et al., (2020) found a number of challenges to reproduce the calculation of effect 

sizes based on the information reported by the original authors of each meta-analysis. 

Of note, carrying out a meta-analysis involves a multi-decision process from the 

literature search to the statistical analysis, and only if such decisions are clearly stated 

will the meta-analysis be reproducible by an independent research team. Open science 

initiatives are a major point here: pre-registration, sharing open material and data, and 

sharing open analysis scripts offer several benefits (Federer et al., 2018; Hardwicke & 

Ioannidis, 2018b; Nosek & Lindsay, 2018; Nelson et al., 2018; Nosek et al., 2015; Nosek 

et al., 2019; Popkin, 2019). The importance of promoting and adopting open science 

practices in meta-analysis has been increasingly recognised in recent years (Lakens et al., 

2016; Moreau & Gamble, 2020; Pigott & Polanin, 2020). For instance, pre-registered 

meta-analyses avoid to some extent practices such as selective inclusion or reporting of 

results (Page et al., 2013). Additionally, open meta-analytic data sharing offers several 

benefits related to efficiency in scientific development and reproducibility or robustness 

checking. Full, machine-readable availability of meta-analytic data allows for: easy 

updating, reusability for new purposes, reanalysis with different or novel analysis 

techniques and quick checking of possible errors. Along with the availability of meta-

analytic data, open script code sharing allows for easy analytical reproducibility checking 

and involves a straightforward statement of the analytic methods applied. All these points 

are particularly relevant in the context of meta-analysis given that meta-analysis claims 

may have a strong impact on policy making or healthcare practices. In addition, meta-

analyses should keep the results updated as new primary evidence emerges. It is important 

to note that there is no a single perspective concerning which analytic methods should be 

applied in meta-analysis, so that novel analytic methods are regularly being developed. 

Applying such novel techniques to published data could be enlightening. 

The last years have seen a proliferation of reviews assessing the prevalence of 

transparency and reproducibility-related practices in primary studies. A common finding 

across such reviews is the lack of transparency in the reporting of key indicators for 

reproducibility. Some of these reviews examined broad research disciplines such as 

biomedical sciences (Iqbal et al., 2016; Wallach et al., 2018), social sciences (Hardwicke 
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et al., 2020c), and psychology (Hardwicke et al., 2020b). In the meta-analytic arena, 

Polanin et al. (2020) assessed the compliance with transparency and reproducibility-

related practices of all meta-analyses published in Psychological Bulletin, finding poor 

adherence to these guidelines. This restriction to a specific journal arguably yielded a pool 

of high-quality meta-analyses, but it remains unclear whether the patterns observed can 

be generalized to other journals with different editorial guidelines and requirements. 

While Polanin et al.’s (2020) approach provides an overview of the reporting quality of 

meta-analyses across a wide range of scientific topics, it also makes it difficult to 

characterize the reporting pattern in a specific research area.   

2.1.1 Purpose 

In this study we empirically assessed the prevalence of transparency and 

reproducibility-related practices in published meta-analyses on clinical psychological 

interventions examining a random sample of 100 meta-analyses. Our purpose was to 

identify the key points that could be improved in the field of clinical psychology and to 

produce some recommendations accordingly. We selected the area of effectiveness of 

clinical psychological interventions for three main reasons. First, we intended to offer 

recommendations focused on a specific research topic, since transparency and openness 

practices might vary across research areas. Second, meta-analysis on the effectiveness of 

clinical psychological interventions is one of the types of meta-analysis most frequently 

published in psychological research. Third, meta-analyses on the effectiveness of clinical 

psychological interventions have an important impact on clinical practice and policy 

making. 
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2.2 Method 

2.2.1 Design 

This is a meta-review, that is, a kind of umbrella review that can be defined as a 

methodological systematic review of meta-analyses (Biondi-Zoccai, 2016).  

2.2.2 Identification and selection of studies  

Published meta-analyses of clinical psychological interventions were identified 

conducting a systematic electronic search in PubMed, Scopus, and the core collection of 

Web of Science. The search was carried out on the 22nd of January 2020. The full search 

strategies followed in each database are available in Appendix 2A. Articles were included 

if the following criteria were met: (a) At least one meta-analysis focused on the 

effectiveness of psychological intervention/s was reported; (b) publication year after 

1999; (c) the effect size index was a mean difference or a standardized mean difference, 

and (d) written in English or Spanish. Individual participant data meta-analyses and 

network meta-analyses were excluded from this study.  

All records identified by the electronic search were downloaded in bibliographic 

format and duplicates were removed using the R package ‘revtools’ (Westgate, 2019), 

first by exact match from DOIs, and subsequently by fuzzy matching from titles. All 

bibliographic files (the outputs of electronic search and the output of unique references) 

and the script code used to remove duplicates are available at: https://osf.io/xg97b/. 

Unique references were uploaded to the open-source program ‘abstrackr’ (Wallace et al., 

2012) for the screening. The titles and abstracts of the unique references were assessed 

by one author (RLN), and references that were clearly ineligible were excluded at this 

stage. When the information presented in title and abstract was insufficient, the full-text 

records were evaluated independently by two authors (RLN and MRA), with a third 

author (JSM or JLL) getting involved to resolve any disagreements. Appendix 2A 

presents a flow chart summarising the screening process.  

2.2.3 Sampling  

A total of 664 meta-analyses were identified by the electronic search and screening 

process. Of these, 100 were randomly selected using a random number generator between 

1 and the total number of meta-analyses included, setting up a certain seed to guarantee 

https://osf.io/xg97b/
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the reproducibility of the process. Appendix 2A presents two overlapping histograms 

displaying the distribution of the year of publication for the included meta-analyses and 

for the selected random sample. In order to compare the two observed distributions, the 

Kolmogorov-Smirnov test was performed. Equivalence was found between both 

distributions (D = .104, p = .299).   

2.2.4 Procedure and data extraction  

A structured coding form was created based on previous studies (Hardwicke et al., 

2020c; Iqbal et al., 2016; Koffel & Rethlefsen, 2016; Wallach et al., 2018) and existing 

meta-analyses guidelines (Liberati et al., 2009; Pigott & Polanin, 2020). The coding form 

is available at: https://osf.io/2dzmk/. 

Items were grouped into nine different categories: (a) study ID and study 

characteristics (items 1-7); (b) pre-registration, protocol, and the statement of compliance 

to guidelines (items 7-13); (c) identification and selection of studies (items 14-23); (d) 

data collection process (items 24-29); (e) effect or summary measures (items 30-35); (f) 

statistical methods (items 36-46); (g) data and script analysis availability (items 47-59); 

(h) conflict of interest and funding statement (items 60-61), and (i) access format of the 

paper (item 62). 

At a first stage, the coding form items were tested in a pilot coding. Four authors 

(RLN, MRA, JSM and JLL) independently applied the coding form to a random sample 

of 5 meta-analyses. Subsequently, in a series of meetings, disagreements between the 

coders were resolved by discussion until consensus was reached. During this process, 

items were modified or refined where necessary.  

Next, two authors (RLN and MRA) independently applied the coding form to the 

100 meta-analyses randomly selected. The coding form was applied between April 3rd, 

2020 and May 29th, 2020. Discrepancies between the two coders were resolved by 

discussion and review of the relevant materials. The three datasets (coder 1, coder 2 and 

consensus data) are available at: https://osf.io/xg97b/. Inter-coder agreement was assessed 

with Cohen’s Kappa coefficient, for close-ended items, using the R package ‘irr’ (Gamer 

et al., 2019). The resulting values ranged between .55 and 1, with only two items yielding 

values below .6 (item 16 and 55, see Appendix 2B).  

https://osf.io/2dzmk/
https://osf.io/xg97b/
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In addition, the format used to share each kind of raw data available was coded a 

posteriori2, given the implications of this aspect for the efficient reusability of the data. 

Thus, six subitems paired with items 50-55 were added. The formats were categorised as 

interoperable or not (Bek, 2019; Wilkinson, 2016) based on two criteria: format that 

allows to easily manipulate and read the values for open-source statistical software and 

proprietary/non-proprietary format. 

2.2.5 Analysis  

First, we examined how often each of the indicators was reported across meta-

analyses. For each proportion, we calculated 95% confidence intervals based on the 

Wilson score interval (Wilson, 1927) for binomial items and on the Sison-Glaz method 

(Sison & Glaz, 1995) for multinomial items, using the R package ‘DescTools’ (Signorell 

et al., 2020).  

Furthermore, we explored possible associations using binary logistic regression, 

with publication year (item 4), pre-registration (item 7) and use of reporting guidelines 

(item 12) as predictors, and the following dichotomous (or dichotomized by removing the 

“Other” category) indicators as dependent variables: items 15 to 20, 22 to 32, 34, 36, 38 

to 42, 44, 50 to 55. We started fitting single predictor models to observe unadjusted 

associations, and then switched to multiple regression models introducing all three 

predictors to explore the associations for each predictor controlling for the others. We 

quantified the strength of the associations by calculating odds ratios and 95% confidence 

intervals based on profile likelihood. Despite the large number of contrasts performed, 

we did not introduce any corrections for multiple comparisons due to the exploratory 

nature of our analyses.  

Preparation of data and all figures presented in this paper was accomplished using 

the collection of R packages ‘tidyverse’ (Wickham et al., 2019). All the script codes used 

to handle and analyse the data are openly available at: https://osf.io/xg97b/. 

 
2Only cases that provided data from different sources than the article itself (previously coded in item 48) 
were re-reviewed. For cases that only provided data in the article itself (item 48 = 2), "pdf" was imputed 
for each type of data previously coded as available (see script analysis code available at: 
https://osf.io/a7zth/).  

https://osf.io/xg97b/
https://osf.io/a7zth/
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2.3 Results  

The total of 664 included meta-analyses were published between 2000 and 2020 

(median = 2015), whereas publication year for the selected random sample of 100 meta-

analyses ranged between 2001 and 2020 (median = 2016).  

2.3.1 Pre-registration, guidelines and conflict of interest 

Of the 100 meta-analyses examined, 19 (see Figure 1a) stated that there was a pre-

registration of the study; of these, 13 (68%, Figure 1b) allocated their pre-registration in 

PROSPERO, 3 (16%) in Cochrane library, 1 (5%) in OSF, 1 (5%) in UMIN-CTR, and 1 

(5%) internally at a national agency. Conversely, 78 out of the 100 meta-analyses in our 

random sample did not include any statement on pre-registration, whereas 2 stated that 

there was no pre-registration and 1 mentioned pre-registration of a different project. Only 

17 out of the 100 meta-analyses included a link or a unique ID to locate an accessible 

protocol (Figure 1c). 

With regards to the statement of compliance to guidelines (Figure 1d), 70 out of 

the 100 meta-analyses did not mention following any reporting guideline, whereas 27 

stated to follow PRISMA and 3 stated to follow other guidelines (MARS in 2 studies and 

QUOROM in 1).  

Funding sources and competing interests could be a potential source of bias. Of 

the 100 meta-analyses reviewed, 13 (see Figure 1e) stated one or more conflicting 

interests, 51 stated that there were no conflicting interests, and 36 did not include a 

conflict-of-interest statement. With regards to funding, 38 meta-analyses (see Figure 1f) 

failed to include a funding statement, whereas 38 declared public funding sources, 3 

mentioned private sources, 1 declared both public and private sources, and 20 stated that 

no funding was provided. About accessibility, 29 of the 100 meta-analyses had no 

publicly available version; of these, 13 stated that public funding was provided.  
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Figure 1. Percentage of (a) meta-analysis pre-registered, (b) pre-registration locations, (c) protocol 

availibility, (d) guidelines adherence, (e ) competing interest statements, (f) funding statements, and (g) 

accesibility of meta-analyses. N indicates total number of  meta-analyses assessed for each indicator.  

 

2.3.2 Systematic review methods  

Eligibility criteria and literature search 

Detailed and complete reporting of the search and screening procedures allows 

the assessment of the quality of the procedure and facilitates replication. We excluded 1 
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meta-analysis because it consisted of a re-analysis of a previous meta-analysis. Thus, this 

meta-analysis was excluded from the analysis of the items concerning electronic search 

(item 14 to 20). All the remaining 99 meta-analyses specified the electronic databases 

consulted (Figure 2a); of these, 66 (67%) specified the year for first date searched 

(including database inception); 69 (70%) indicated the electronic search limits used; 84 

(85%) specified the month and year of the electronic search; 93 (94%) included the search 

terms used; 63 (64%) reported the full search strategy (exact terms and the Boolean 

connectors). However, only 37 reported all these details combined, which is required for 

the electronic search to be completely reproducible; 86 (87%) declared having used 

additional search methods as follows: 78 (91%) used additional backward searches of 

reference lists of identified articles or relevant previous reviews, 29 (34%) used additional 

hand searches of relevant websites, conferences papers, relevant journals, etc., 23 (27%) 

contacted experts, 9 (10%) consulted Google Scholar, and 5 (6%) used additional forward 

searches by citation tracking. 

Among the 100 meta-analyses examined, 96 (Figure 2a) specified the eligibility 

criteria and 82 described the screening process. 

Data collection process 

The data collection process should be detailed, including the methods for dealing 

with missing data and for assessing risk of bias in the included studies, so that the 

accuracy of the extracted data and its validity can be evaluated. Of the 100 meta-analyses, 

68 (see Figure 2b) described details about the collection process of study characteristics; 

out of these, 61 (90%) conducted double coding, of which 21 (34%) reported inter-coder 

agreement values. Also, 77 out of the 100 meta-analyses listed all variables for which data 

were sought, 42 described at least one method to deal with missing data (such as statistical 

imputation, request to authors, etc.), and 77 described methods to assess risk of bias in 

included studies. 
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Figure 2. Percentage reported of systematic review methods by (a) eligibility criteria and literature 

search, and (b) data collecion process, showing different indicators for each category. N indicates total 

number of  meta-analyses assessed for each indicator. 

 

2.3.3 Meta-analysis methods 

Effect measures  

Identifying the effect measure used and specifying the method to calculate it is 

crucial due to the existence of many different effect size measures as well as several 

approaches to calculate some of them (Hoyt & Del Re, 2018; Rubio-Aparicio et al., 
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2018). The majority of the 100 meta-analyses reported the effect measure used in the 

synthesis (93% see Figure 3a), however, the majority of these did not specify in detail 

which formula was used to compute it (85%).  

Multiplicity of results in trial reports leads to statistical dependency if the multiple 

effect estimates from the same study are based (at least partially) on the same participants, 

and ignoring it may result in underestimation of standard errors and erroneous statistical 

conclusions (Bender et al., 2008; López-López et al., 2018; Tendal et al., 2011). About 

half of the meta-analyses (54%) described at least one method to deal with multiplicity, 

including random selection, averaging, decision rules or using advanced meta-analytic 

methods to model or account for it (López-López et al., 2018). About a third (33%) of the 

meta-analyses described sensitivity analyses to assess the effect of outliers.  

Synthesis and analysis methods 

The choice of statistical model and meta-analytic method may have an impact on 

the results and conclusions, hence the importance of reporting a detailed description of 

the statistical analysis approach (Langan et al., 2015; Sánchez-Meca et al., 2013; Schmidt 

et al., 2009). The vast majority of the 100 meta-analyses stated the statistical model 

assumed for the synthesis process (92%, see Figure 3b), with most of them assuming a 

random-effects model (87, 95%); however, very few of those meta-analyses stated the 

estimation method of the heterogeneity variance,  ( ) Furthermore, of the total 

of 100 meta-analyses, only 30 stated the weighting factor used, whereas 85 mentioned 

methods to assess heterogeneity. Moreover, 65 meta-analyses described methods to assess 

the influence of possible moderator variables, but only 22 of these (34%) specified the 

statistical model assumed for the moderator analyses.  

Additionally, 73 out of the 100 meta-analyses stated having used at least one 

method to assess reporting biases (including publication bias); of these, 61 (84%) reported 

a funnel plot, 34 (47%) applied the trim-and-fill method, 31 (42%) used the Egger test, 

24 (33%) applied some form of the fail-safe-N method, 13 (18%) used the Begg and 

Mazumdar test, and only one used PET-PEESE and p-uniform methods.  

Most meta-analyses identified the software used to carry out the statistical 

analyses (89%); of these, 38 (43%) used Comprehensive Meta-Analysis, 24 (27%) used 

Review Manager, 20 (22%) used STATA, 12 (13%) used R, 8 (9%) used SPSS, and 6 

(7%) used other software. 
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Figure 3. Percentage reported of meta-analysis methods by (a) effect measures, and (b) synthesis and 

analysis methods, showing different indicators for each category. N indicates total number of  meta-

analyses assessed for each indicator. 
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2.3.4 Data and analysis script availability 

The unit of analysis of a meta-analysis is usually the primary study, so when we 

talk about data availability, we typically refer to the summary level data (e.g., effect 

sizes) from each primary study included in each meta-analysis. In systematic reviews and 

meta-analyses, it is common to report the characteristics of the included studies, as well 

as, through table or forest plots, the individual effects measures. The vast majority of the 

meta-analyses we examined (98%, see Figure 4a) reported at least some raw data; of 

these, 93 reported some raw data in the paper itself. Furthermore, 31 meta-analyses 

included raw data in supplementary files or appendices, 4 stated that there was some raw 

data upon request, 1 shared data using an institutional webpage, and 1 using https://osf.io/.  

Of the 98 meta-analyses for which some raw data was available, All the meta-

analyses (see Figure 4b) identified the primary study associated with the data, only 3 in 

interoperable format; 89 reported the primary study comparator (e.g., treatment-as-usual, 

waitlist, other intervention…), only 3 in interoperable format; 82 reported the primary 

effect sizes combined, only 3 in interoperable format: 69 reported the sample sizes of the 

groups compared in the primary studies, only 3 in interoperable format: 29 reported the 

statistics used to compute primary effect sizes, only 2 in interoperable format: and 70 

reported the coded moderator variables, only 3 in interoperable format 

Data script availability refers to detailed step-by-step descriptions of the analyses 

carried out (e.g., SPSS syntax, R code etc.). Availability of the analysis code, along with 

the data shared, enables to check computational reproducibility of the reported results. 

Unfortunately, only 1 of the meta-analyses we examined (see Figure 4c) mentioned that 

the analysis script code was available (through an OSF link). 

 

 

 

 

 

 

https://osf.io/
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Figure 4. Percentage of (a) meta-analysis that reported some raw data, (c) meta-analysis that shared the 

analysis script code, and (b) what data were available and if these were in interoperable formats; each 

interoperability bar corresponds to the primary data represented over it. N indicates total number of  meta-

analyses assessed for each indicator. 
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2.3.5 Associations between year, pre-registration or guidelines adherence and 

transparency and reproducibility-related reporting 

Several logistic regression models were fitted, for space-saving reasons only a 

selection of the results is presented in this section. The full results are available at: 

https://osf.io/9xsg2/  

Table 1 presents the odds ratio and 95% CI of the main results of simple and 

multiple models. Taking into consideration the results of the simple and multiple models, 

publication year was a significant predictor of the inclusion of a description of the 

screening process (OR = 1.29 [95%CI: 1.12-1.54], the statistical model assumed (OR = 

1.29 [95%CI: 1.08-1.60]), the methods to assess reporting biases (OR = 1.19 [95%CI: 

1.06-1.35]), and the software used (OR = 1.19 [95%CI: 1.04-1.39]), with more recent 

studies providing a more detailed description of the methods used. Moreover, pre-

registered meta-analyses were more likely to specify the year for first date searched (OR 

= 13.27 [95%CI: 2.32-253.59]) and following reporting guidelines such as PRISMA was 

associated with a more complete report of the full search strategy (OR = 3.20 [95%CI: 

1.07-11.08]) and the methods used for assessing risk of bias of the individual studies (OR 

= 6.50 [95%CI: 1.12-124.12]).  

 

 

 

 

 

 

 

 

 

 

 

https://osf.io/9xsg2/
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Table 1.  

Odds ratio and 95% CI between predictors and transparency and reproducibility-related indicators 

Indicator Year Pre-registration Guideline adherence statement 

Simple Multiple  Simple Multiple Simple Multiple 

Specify the year for 

first date searched 

1.06 [0.96-1.17] 1.04 [0.93-1.17] 12.00 [2.30-221.22] 13.27 [2.32-253.59] 1.24 [0.50-3.25] .64 [0.21-1.93] 

Report the full 

search strategy 

1.1 [1.00-1.22] 1.05 [0.94-1.17] 2.50 [0.82-9.38] 1.41 [0.40-5.76] 4.08 [1.49-13.20] 3.20 [1.07-11.08] 

Specify the 

eligibility criteria 

operatively 

1.23 [1.01-1.52] 1.19 [0.95-1.50]     

Describe the 

screening process 

1.32 [1.16-1.53] 1.29 [1.12-1.54]   9.30 [1.77-171-82] 2.44 [0.37-48.35] 

List all variables for 

which data were 

sought 

1.15 [1.03-1.29] 1.12 [0.99-1.26] 2.97 [0.90-13.55] 1.56 [0.33-11.25] 3.60 [1.11-16.25] 2.27 [0.61-11.18] 

Describe methods 

used for assessing 

risk of bias of 

individual studies 

1.17 [1.05-1.32] 1.10 [0.97-1.25]   13.29 [2.57-244.28] 6.50 [1.12-124.12] 

Identify the 

statistical model 

assumed 

1.23 [1.06-1.45] 1.29 [1.08-1.60]   1.31 [0.28-9.34] 0.25 [0.03-2.29] 
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Identify the 

estimation method of 

 

1.15 [0.96-1.47] 1.06 [0.89-1.34] 4.55 [1.16-17.42] 3.12 [0.71-13.41] 3.18 [0.88-12.03] 1.97 [0.47-8.43] 

Describe any 

methods to assess 

reporting biases 

(including 

publication bias) 

1.16 [1.04-1.29] 1.19 [1.06-1.35] 3.79 [0.99-25.08] 4.73 [0.97-38.21] 0.81 [0.32-2.14] 0.29 [0.09-0.94] 

Mention the 

software used to 

carry out the 

statistical analyses 

1.20 [1.05-1.38] 1.19 [1.04-1.39] 2.54 [0.44-48.04] 1.58 [0.19-35.96] 2.07 [0.49-14.13] 0.99 [0.17-8.25] 

Statistics used to 

compute the effect 

are size available 

1.09 [0.98-1.24] 1.05 [0.93-1.2] 2.08 [0.72-5.86] 1.38 [0.43-4.26] 2.58 [1.03-6.48] 2.04 [0.74-5.66] 

  Note: Odds ratio and CIs non-interpretable due to separation were omitted; Odds ratio 95% CI is presented in brackets. Bolded values indicated CIs that do not contain the null value. 
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2.3.6 Key points 

The key points identified where a substantial lack of transparency was found 

concerning the potential reproducibility of the meta-analyses examined are summarized 

in Table 2. Other aspects related to the promoting transparency (i.e., well-stablished 

reporting guidelines adherence) and to the prevention of result-based bias (i.e., pre-

registration) are summarized in Table 3.  

2.4 Discussion 

The main aim of this study was to analyse the prevalence of transparency and 

reproducibility-related practices in meta-analyses on the effectiveness of clinical 

psychological interventions. A random sample of published meta-analyses on the 

effectiveness of clinical psychological interventions was reviewed. Additionally, the 

relationship between publication year, pre-registration, and guidelines adherence and 

different indicators was assessed. A lack of transparency in key aspects for the 

reproducibility of meta-analyses was found.  

Regarding pre-registration, the 19% of pre-registered meta-analyses found in our 

meta-review is substantially higher than findings from previous studies mainly focused 

on primary research (Hardwicke et al., 2020b, 3%; Hardwicke et al., 2020c, 0%;) and 

higher than that found in a previous study focused on meta-analyses (Polanin et al., 2019, 

2%). However, the existence of a pre-registration was not shown to be associated with an 

increased reporting of information related to the potential reproducibility of the meta-

analysis, except for the specification of the year for first date searched and, to a minor 

extent, for identification of the estimation method of the heterogeneity variance. The 

majority of identified pre-registrations were allocated in specialized repositories such as 

PROSPERO, and these were submitted through a structured form. Hence, relevant 

information, identified in this study as poorly reported, could be explicitly requested, such 

as: full search strategy, estimation method of the heterogeneity variance or the formula 

used to compute the effect measure. As pointed in Table 3, it is worth noting that pre-

registration is compatible with flexibility, allowing flexibility tracking.  Regarding 

guidelines adherence statements, only 30 of the 100 meta-analyses stated the use of 

reporting guidelines. Adherence statements to guidelines was associated to higher 

reporting of the full search strategy, full description of the methods used for assessing risk 

of bias of individual studies and, to a minor extent, better description of the screening 
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process, coded variables, and the statistics used to compute the effect measure. The 

suboptimal adherence to many items of PRISMA guidelines have been studied in previous 

studies (Page et al., 2017). An update of PRISMA has recently been published (Page et 

al., 2021), including new recommendations and changes relevant to some of the aspects 

examined in this study.  

The reporting of search strategy elements in clinical psychology was found to be 

better than in other areas (Koffel & Rethlefsen, 2016; Maggio et al., 2011; Mullins et al., 

2013; Polanin et al., 2020). Nonetheless, there is still room for improvement in aspects 

such as indicating the limits of the search, specifying search dates or including the full 

search strategy. Using the same definition, we found the search reproducible in 37% of 

the meta-analyses, as opposed to the 22% reported in Koffel and Rethlefsen (2016). In 

any case, the inclusion of a full reproducible search strategy was modest in the set of 

meta-analyses reviewed. As recommended in Table 2, and in line with the updated 

PRISMA 2020 (Page et al., 2021), the full search strategy for all databases consulted, 

detailing dates, limits, specific terms, and the Boolean connectors should be reported. 

These details could be reported as additional/supplementary information hosted by the 

journal or third-party repositories. 

The validity of a systematic review partially depends on the reliability of the data 

extraction process. Coding primary studies requires time, attention to details in a tedious 

task and multiple choices. Close to one third of the meta-analyses reviewed did not give 

details on how the study coding process was carried out. In addition, although most of the 

meta-analyses that reported details of this process carried out double coding, only a third 

of these reported inter-coder reliability estimates of the coding process. Moreover, 

missing data is a common problem in evidence synthesis, but only 42% of the meta-

analyses reviewed reported any method to deal with missing data. Several methods have 

been developed to check the robustness of the results to the inclusion of missing data 

(Mavridis et al., 2014; Pigott, 2019).  
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Table 2.  

Summary of results and recommendations on the key points lacking transparency 

Point Reporting rate  Why is it important? Recommendations 

Completely 

reproducible 

electronic search  

37% [28%-47%]  Facilitates the evaluation of the 

comprehensiveness of the review and its 

update in the same direction. 

Always report the full search strategy for ALL databases consulted, 

detailing dates, limits, specific terms, and the Boolean connectors.  

For space-saving reasons, it is recommended to report these details as 

supplementary material hosted by the journal or online repositories. 

 

Specify effect 

measure formula  

 

15% [9%-24%] 

 

Due to the variety of approaches to define 

standardized and unstandardized mean 

differences, specification of the formula used 

is required to ensure the reproducibility of 

results.   

 

Always report the specific formula on the paper itself or refer readers to 

a reference (including the equation number and/or the book/article page 

where the formula can be found). 

 

Identify the weighting 

factor 

 

30% [22%-40%]  

 

Although inverse variances are the most 

popular weighting scheme, other alternatives 

are available, and the choice can have an 

impact on the results. 

 

Always specify the weighting factor used. Note that this should only 

take a few words. 
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Identify the 

estimation method of 

the heterogeneity 

variance,  

 

13% [7%-21%] 

 

The between-studies (or heterogeneity) 

variance is used in random-effects weights 

and prediction intervals, as well as in the 

calculation of popular indices in meta-

analysis such as I2 and pseudo-R2. Many 

estimators of  have been proposed, and the 

resulting estimates often show important 

discrepancies among estimators. 

 

Always report and justify the estimation method of the heterogeneity 

variance. The choice should be based on the dataset features along with 

recommendations from simulation studies under conditions similar to 

those of the meta-analytic database. 

 

 

Open availability of 

statistics used to 

compute the effect 

size  

 

 

30% [21%-39%] 

 

 

This is the primary raw data used to calculate 

the effect measures. Availability of this 

information, along with the effect measure 

formula, allows the analytic reproducibility of 

primary effect measures.  

 

 

Always share ALL coded raw data prior to any data handling in easily 

computer-readable formats, such as tsv or csv. To facilitate error 

checking, add a column indicating the precise location of the coded data 

in the primary study.  

Online repositories are very useful for this (OSF, Fighshare, Zenodo,  

GitHub…), but other options include journal or personal websites. 

 

Interoperability of 

data sharing format 

 

3% [1%-9%] 

3% [1%-9%] 

4% [1%-10%] 

4% [1%-12%] 

7% [2%-22%] 

4% [1%-12%] 

 

Significantly increases the efficiency of data 

reusability through the use of computer-

readable and non-proprietary value formats. 

Avoiding the error-prone process of manual 

recoding of available data for reproduction or 

reuse attempts.  

 

Always share data in interoperable formats such as csv or tsv. The FAIR 

principles (Wilkinson et al., 2016) are a useful guideline for best 

practices in data sharing.  
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Open availability of 

analysis script code 

 

1% [0%-5%] 

 

It contains a detailed step-by-step description 

of the analyses performed. Sharing it is the 

best way to ensure the analytic reproducibility 

and to avoid the ambiguities of verbal 

descriptions. 

 

Always share the analysis script code. Moreau and Gamble (2019) share 

a very useful script template for carrying out a meta-analysis with R 

using the metafor (Viechtbauer, 2010) package in their OSF project: 

https://osf.io/5nk92/.  

Again, online repositories, own websites or journal hosting are very 

useful to host the files.  

  Note: 95% CIs are presented in brackets.  
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Table 3. 

Summary of results and recommendations on different practices related to promoting transparency 

Point Practice rate  Why is it important?  Recommendations  

Use of reporting 

guidelines 

30% [20%-40%] It’s a very helpful tool that facilitates the 

transparent reporting of all relevant points on 

the rationale, methods and results of a 

systematic review or meta-analysis.  

Furthermore, it standardizes the report, 

facilitating the readability, assessment and 

update of the systematic review and/or meta-

analysis. 

Use well-established, up-to-date reporting guidelines intended for meta-

analyses such as: the recently updated PRISMA 2020 (Page et al., 

2021); the focused-on reliability generalization meta-analyses REGEMA 

(Sanchez-Meca et al., 2021); the focused-on non-intervention studies 

NIRO-SR (Topor et al., 2020), for example.  

 

Pre-registration  

 

19% [12%-17%]  

 

It prevents the result-based bias by stating the 

main hypotheses, design and analysis plans 

prior to obtaining the results. Furthermore, it 

could provide a transparent project timeline, 

workflow and general decision-making 

process. 

 

Specialized repositories such as PROSPERO could be helpful since they 

are tailored to the SR/MA design. General repositories such as OSF 

could also be helpful as they provide a useful space to store all relevant 

material related to the project.  

It’s important to note that a pre-registration protocol does not restrict 

flexibility. Deviations from the pre-registration protocol are normal and 

usual, they should simply be reported.  
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Previous studies examined the reproducibility of primary effect sizes of a set of 

meta-analyses: Gøtzsche et al., (2007) found problems in 37% of these meta-analyses 

and, Lakens et al. (2017) found significant problems to reproduce a set of meta-analyses, 

in part due to the lack of information on how the primary effects sizes were calculated 

and Maassen et al., (2020) found that the main problems with primary effect sizes 

reproducibility are often related to the ambiguity in the procedure followed by the meta-

analyst. Thus, reporting information concerning the primary effects sizes used and their 

exact and detailed computation methods is essential to reproduce and update a meta-

analysis. However, a poor reporting of detailed primary effect sizes computation method 

was found in our study. As pointed in Table 2, due to the variety of approaches to compute 

a common kind of effect measure (e.g., d index family), more detailed information on this 

should be specified. Commonly, general references to handbooks have been found, but 

the specific computation method used should be specified with a mention to the page(s) 

where the calculation formula(e) can be found. Furthermore, multiplicity of results in 

primary studies is a common meta-analysis issue and the way to deal with it could have 

an impact on the meta-analytic model estimates (Massen et al., 2020; Tendal et al., 2011), 

but only half of the meta-analyses reviewed reported any method of dealing with it. Also, 

it is common to find extreme effect sizes in a set of primary studies when carrying out a 

meta-analysis. Apart from this, the presence of outliers could have an impact on the 

conclusions, however, only a third of the meta-analyses reviewed dealt with this issue. 

There are different approaches to handling influential observations such as leave-one-out 

analyses and Cook’s distances (Viechtbauer, 2010) or graphical examination of 

heterogeneity using combinatorial meta-analysis (Olkin et al., 2012). Addressing the issue 

of influential results is a good practice to appraise the robustness of the conclusions 

derived from the quantitative synthesis. 

Regarding synthesis methods, different analytic choices have to be made when a 

meta-analysis is carried out. As pointed in Table 2, these choices could have an impact on 

the results (Langan et al., 2015; Sánchez-Meca et al., 2013; Schmidt et al., 2009) and 

compromise the reproducibility of the meta-analysis and should be reported. However, a 

lack of transparency was found in the report of relevant information such as the weighting 

factor used or the estimation method of the heterogeneity variance when a random-effects 

model was assumed. On the one hand, a comprehensive description of the synthesis 
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methods used in a meta-analysis facilitates the reproducibility, and, on the other hand, it 

allows the assessment of the robustness of the results when applying different statistical 

techniques (Steegen et al., 2016). If the meta-analysis is carried out using the R (R Core 

Team, 2019) package metafor (Viechtbauer, 2010) a very helpful function is reporter(). 

This function generates a readable text format output with a draft analysis report based 

on a previously fitted rma.uni object. Such draft may be used as a starting point when 

writing up the meta-analytic report.  

Along with a comprehensive description of the synthesis methods, the availability 

of open data is the next key aspect that enables the reproducibility of the results as well 

as checking their robustness. Previous studies found poor ratios of data sharing in primary 

research in different areas (Alsheikh-Ali et al., 2011; Hardwicke et al., 2020b; Hardwicke 

et al., 2020c; Hardwicke & Ioannidis, 2018a; Iqbal et al., 2016; Wallach et al., 2018). 

Despite the majority of the meta-analyses we reviewed reported at least some raw data, 

most data were shared in the article itself. Indeed, the vast majority of raw shared data 

was reported in PDF format, hampering reanalysis attempts by different researchers and 

most likely forcing them to tedious, time-consuming and, and error-prone manual 

recoding of the data (Bek, 2019; Wilkinson et al., 2016). Only 3 studies shared some raw 

data in interoperable formats such as CSV files.  On other hand, the shared raw data was 

typically limited to the primary effect sizes computed (as opposed to the raw data reported 

in the primary studies). Conversely, it was uncommon to find primary raw statistics used 

to compute the effect sizes, similar to previous studies (Polanin et al., 2020). This is the 

process where more problems have been found to reproduce the results of a meta-analysis 

(Gøtzsche et al., 2007; Massen et al., 2020). There is no good reason for a meta-analyst 

not to share all the coded raw data. We note that, with the exception of individual 

participant data meta-analysis, the unit of analysis involves summary data from primary 

studies, hence sharing the meta-analysis database usually entails no ethical concerns. 

Nowadays, there are many ways for data sharing in interoperable spreadsheet formats, for 

example: hosted by the journal, online repositories (e.g., OSF, Fighshare, Zenodo), or 

personal/institutional webpages. In addition to reproducibility concerns, data sharing 

allows for quick updating of a meta-analysis and the reusability for new scientific 

purposes. As mentioned in Table 2, the FAIR principles (Wilkinson et al., 2016) are a 

useful guideline for best practices in data sharing. Meta-analytic data findable, accessible, 
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interoperable and reusable would have a stronger impact and efficiency by decreasing 

research waste.  

Previously, we discussed the relevance of a comprehensive description of 

synthesis methods to guarantee the reproducibility of the results. However, this form of 

verbal description is often lacking in detail or contains errors making reproducibility 

difficult (Hardwicke et al., 2018; Lakens et al., 2017). A better approach to ensure the 

analytic reproducibility is sharing the analysis script (Hardwicke et al., 2018; Obels et al., 

2020), typically in computer code format. Unfortunately, only one meta-analysis shared 

the analysis script. This result is in line with previous research (Hardwicke et al., 2020b; 

Hardwicke et al., 2020c; Polanin et al., 2020; Wallach et al., 2018). 

Nowadays, there are many options for analysis script sharing, allowing easily 

reproducibility and detection of potential errors. R (R Core Team, 2019) is a free and open 

software environment and programming language that, along with RStudio, facilitates the 

production of easily-shared analysis scripts. As pointed in Table 2, Moreau and Gamble 

(2020) share a very useful script template for carrying out a meta-analysis with R using 

the metafor (Viechtbauer, 2010) package in their OSF project: https://osf.io/5nk92/. 

The prevalence of funding statements found in our meta-review of meta-analyses 

of psychological interventions was similar to those reported in the broader fields of 

psychology (Hardwicke et al., 2020b) and biomedical research (Wallach et al., 2018), and 

higher than social sciences research (Hardwicke et al., 2020c). Regarding competing 

interests, better ratios to include a statement were found compared to psychology and 

social sciences research, and similar to biomedical research. Accessibility was fairly 

adequate compared to biomedical (Wallach et al., 2018) and social sciences (Hardwicke 

et al., 2020c) research and similar to psychology (Hardwicke et al., 2020b). In any case, 

there is still room for improvement. Of the 29 meta-analyses for which we could not find 

any publicly available version, 13 stated that public funding was provided. Public 

research funders usually have open-access mandates (van Noorden, 2021), which make 

sense. Green open-access consists of self-archiving a copy of the work in a freely 

accessible repository (institutional, third-party archive…) or personal webpage and does 

not entail any extra charge for the authors. Different versions of the manuscript such as 

pre-print or an author-accepted version, can be stored. 

https://osf.io/5nk92/
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This study has some limitations. First, the time span covered is fairly wide. Thus, 

the obtained estimates may not capture the changes that have arisen in recent years. Due 

our focus on a highly specific area of research our primary goal was to capture general 

transparency and reproducibility-related practices over a wide time span, and then we 

subsequently attempted to assess possible variations over time using logistic regression 

models with publication year as a predictor. Therefore, additional research is needed to 

examine more specific changes over years. Second, our conclusions might not be 

generalizable beyond the area of clinical psychology. Additional research is needed to 

address these issues in different meta-analytic contexts. Third, this study was not pre-

registered. Although the nature of our analyses is strictly exploratory, there are several 

benefits of pre-registration for all kinds of studies regardless of their design or aims. 

Mainly, regarding workflow and the decision-making process transparency. We have 

attempted to address this gap by openly sharing all relevant material at the different stages 

of the study. Last, our results do not provide findings on the reproducibility of the meta-

analyses reviewed, but on the prevalence of transparency and reproducibility-related 

practices. The reports were reviewed to assess the availability of necessary information 

and data to be able to check the reproducibility of a meta-analysis. Further research is 

needed that specifically addresses the analytic reproducibility of published meta-analyses 

in different research areas.  

Our findings show a relatively better level of transparency and reproducibility-

related practices across meta-analyses on the effectiveness of psychological interventions 

compared to more general fields or research areas. Nevertheless, some gaps were found 

in key aspects such as: full reproducible search, level of detail on statistical methods, 

availability and interoperability of relevant raw data and script analysis code sharing. 

Nowadays, meta-analysis is widely considered as the best source of scientific evidence 

(e. g., OCEBM Levels of Evidence Working Group, 2011) and therefore meta-analytic 

results and conclusions often have a strong impact on policy making, social practices, or 

healthcare judgement. Thus, standards of research quality, transparency, and 

reproducibility-related practices of meta-analyses need to be high. Tools to help 

researchers carry out a meta-analysis with the best open practices are available (e.g., 

Lakens et al., 2016; Moreau & Gamble, 2020), as well as a recent update of the PRISMA 

statement (Page et al., 2020). We also provide some recommendations in Table 2 which 

are particularly relevant to researchers carrying out evidence synthesis in the field of 
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clinical psychology. Increasing compliance to these different recommendation sources 

will improve the strength of the conclusions of a meta-analysis and will allow a more 

efficient and stronger development of scientific knowledge. These points are particularly 

relevant in the context of meta-analytic research recognized and understood as a source 

of evidence synthesis commonly used to guide applied practice. Flawed meta-analytic 

conclusions could lead to misguided practical applications, particularly harmful in 

healthcare context. Last, this study provides a baseline for comparison that will allow 

future studies to assess the impact of recent developments in this field. 
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Chapter 3  

Reproducibility of published meta-analyses on clinical 

psychological interventions3 

Abstract 

Meta-analysis is one of the most useful research approaches, the relevance of which relies 

on its credibility. Reproducibility of scientific results could be considered as the minimal 

threshold of this credibility. We assessed the reproducibility of a sample of meta-analyses 

published between 2000-2020. From a random sample of 100 papers reporting results of 

meta-analyses of interventions in clinical psychology, 217 meta-analyses were selected. 

We first tried to retrieve the original data by recovering a data file, recoding the data from 

document files, or requesting it from original authors. Second, through a multi-stage 

workflow, we tried to reproduce the main results of each meta-analysis. The original data 

were retrieved for 67% (146/217) meta-analyses. While this rate showed an improvement 

over the years, in only 5% of these cases was it possible to retrieve a data file ready for 

reuse. Of these 146, 52 showed a discrepancy larger than 5% in the main results in the 

first stage. For 10 meta-analyses this discrepancy was solved after fixing a coding error 

of our data retrieval process and for 15 of them it was considered approximately 

reproduced in a qualitative assessment. In the remaining meta-analyses (18%, 27/146), 

different issues were identified in an in-depth review, such as reporting inconsistencies, 

lack of data, or transcription errors. Nevertheless, the numerical discrepancies were 

mostly minor, with little or no impact on the conclusions. Overall, one of the biggest 

threats to the reproducibility of meta-analysis is related to data availability and current 

data sharing practices in meta-analysis. 

 

 

 
3 Lopez-Nicolas, R., Lakens, D., López-López, J., Rubio-Aparicio, M.., Sandoval-Lentisco, A., López-Ibáñez, 
C., Blázquez-Rincón, D. & Sánchez-Meca, J. (in press). Reproducibility of published meta-analyses on 
clinical psychological interventions. Advances in Methods and Practices in Psychological Science.  
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3.1 Introduction  

Meta-analysis is widely considered as an important approach to evaluate a body 

of work. Given the ongoing growth in the number of scientific publications (Bornmann 

et al., 2021), evidence synthesis approaches—such as meta-analysis—are becoming 

increasingly relevant for a cumulative science. This relevance rests on the credibility of 

meta-analytic results, which can be threatened by a lack of rigorous methodology or poor-

quality reporting (Gurevitch et al., 2018). Given the importance of meta-analyses for 

evidence-based practice, these threats to their credibility need to be closely monitored. 

In recent years different concerns on the credibility of empirical claims have 

emerged. Several projects have systematically attempted to assess the replicability and 

reproducibility of published scientific results (e.g., Artner et al. (2020); Errington et al. 

(2021); Open Science Collaboration (2015)). Those initiatives showed many failures to 

replicate or reproduce the published results. In this context, the empirical assessment of 

the credibility of published results has become a major task for the scientific community. 

There are different approaches to the empirical assessment of scientific credibility. 

Reproducibility refers to the attempt to obtain the same results as in the original 

publication, using the same data and the same procedure. Robustness refers to the 

assessment of the sensitivity of the originally published results and conclusions to 

variations in the original procedure using the same data. Replicability is a core principle 

of the scientific method and refers to the fact that the same scientific evidence should be 

observed when independent researchers try to answer the same research question from 

the same approach at different moments using different data. In other words, obtaining 

the same results, using different data and answering the same question (National 

Academies of Sciences, Engineering, and Medicine, 2019; Nosek et al., 2022). In this 

project, we focus on the reproducibility of meta-analyses. 

The reproducibility of published scientific results could be considered as the 

minimal threshold of scientific credibility (Hardwicke et al., 2021). Different approaches 

can be adopted for the empirical assessment of reproducibility. For example Nosek et al. 

(2022) make the distinction between process reproducibility and outcome reproducibility. 

Following this framework, a process reproducibility assessment could be carried out by 

reviewing the availability of the materials, data, or precise details of the analytical strategy 



67 
 

in the report that are required to proceed with the reproduction attempt. An outcome 

reproducibility assessment can be carried out when the required elements are retrievable 

by actually reproducing the analyses. It is worth noting that the difficulty of performing 

an outcome reproducibility assessment depends on which analytical information is 

available. The availability of the original analysis code (i.e., the original computational 

instructions in a programming language) facilitates reproducibility analysis by enabling 

simply re-running the code on the data. Regrettably, the analysis code is currently seldom 

available (Hardwicke et al., 2020, 2022; López-Nicolás et al., 2022). When only a verbal 

summary of the performed analyses is available in the research report (which is the most 

common scenario in practice), the original analysis needs to be reconstructed. The 

challenges and implications of failed reproductions in both cases may be of a different 

nature. 

Several reproducibility analyses of meta-analyses have been performed in recent 

years. For example, some process reproducibility assessments have shown an important 

lack of data availability in machine-readable formats, and an almost complete absence of 

analysis script code availability (López-Nicolás et al., 2022; Polanin et al., 2020). 

Furthermore, some outcome reproducibility assessments have shown a considerable 

number of failures when trying to reproduce the primary effect sizes of some published 

meta-analyses by recollecting primary data from primary studies (Gøtzsche et al., 2007; 

Maassen et al., 2020; Tendal et al., 2009), possibly due to lack of details on how primary 

effect sizes were selected and computed. In these outcome reproducibility studies, the 

main task entails reconstructing the original data by retrieving them from the source, 

namely the included primary studies. Thus, their assessment focus is on this stage of the 

analysis pipeline of a meta-analysis, which usually involves decisions on how to select 

the primary outcomes and how to deal with possible dependency, and the computation of 

(standardized) effect sizes. Figure 1 displays a summary of the basic meta-analysis 

pipeline through a flowchart, outlining the different stages and listing previous work that 

has explored different facets of reproducibility of these, as well as a summary of the 

required elements to be able to reproduce each stage. In this project we focus on the last 

stage, related to the statistical analysis and quantitative results of the synthesis. 

Reproducibility analysis of reported quantitative results typically uses the original 

data available from the original authors (e.g., Artner et al., 2020; Hardwicke et al., 2018, 

2021). This puts the focus of the assessment at factors such as the reusability of the 
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available data, challenges for the reconstruction of the original analysis scheme, reporting 

errors, etc. Although data availability seems to have improved in the last years 

(Hardwicke et al., 2018; Tedersoo et al., 2021; Wallach et al., 2018), systematic reviews 

and meta-analyses appear to be a special case. Typically, the data collected for a meta-

analysis is study-level summary data extracted from published primary studies which is 

commonly reported in the paper through tables or forest plots. This may lead to the idea 

that common data sharing practices do not apply to meta-analysis. For example, Page et 

al. (2022) analysed the content of data availability statements from a set of meta-analyses 

published in 2020. Only 31% included a data availability statement and only 13% of these 

included a link to access the data openly, with 23% stating that all relevant data are 

available in the paper itself, 10% stating that data sharing is not applicable as no datasets 

were generated, 8% stating that data sharing is not applicable as the data is drawn from 

already published literature, and 42% stating that data were available upon request. It is 

surprising that, even just considering meta-analyses that included a data availability 

statement, the authors of these meta-analysis assume that such practices do not apply to 

meta-analyses, or that the data in the article itself is sufficient. 

3.1.1 Purpose 

Previous research has revealed that there is room for improvement at different 

stages of the meta-analytic process pipeline. In this study our purpose is twofold. First, 

we broadened previous process reproducibility assessments by considering data 

availability on request and by contacting original authors to request required information 

to reproduce the meta-analysis. Second, we verified the outcome reproducibility of the 

meta-analyses that were process-reproducible using the available data. Where previous 

work focused on the reproducibility of primary effect sizes by recoding data from primary 

studies, we explored meta-analysis outcome reproducibility using the primary data 

already coded by the original authors. Therefore, we attempted to retrieve the data shared 

by the authors of the meta-analysis. 
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Figure 1. Flowchart displaying the basic pipeline of a meta-analysis. Each of the stages 

may be subject to reproducibility evaluation. On the left, known studies that have 

evaluated some facet of the reproducibility of each stage are listed. On the right, the 

various elements that must be available to reproduce each stage are enumerated. 
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3.2 Method 

3.2.1 Identification and selection of articles and meta-analyses 

In previous research we identified a pool of 664 meta-analytic reports on clinical 

psychological interventions published between 2000 and 2020 through a systematic 

electronic search (López-Nicolás et al., 2022). Of this pool, 100 were randomly selected 

using a random number generator between 1 and the total number of meta-analyses 

identified. The full search strategies and a summary of the screening process are available 

at: https://osf.io/z5vrn/, and the workflow of the random selection process is available at: 

https://osf.io/cp293/. This sample size was based on our judgement of an acceptable trade-

off between informativeness and feasibility. From these 100 articles, each independent 

pairwise meta-analytic model of aggregate data fitted on at least 10 primary studies was 

selected. In case no meta-analysis reported in a paper had at least 10 studies, the meta-

analysis with the highest number of primary studies was selected, which was the case for 

29 of the articles included in this report. This criterion was established to focus on the 

main meta-analyses of each paper, based on the assumption that the search strategies 

would be designed to maximize the number of primary studies included that were related 

to the main aims of the paper. 

Our unit of analysis was each independent meta-analysis selected under these 

criteria. A total of 217 independent meta-analyses were selected. 

3.2.2 Retrieval of primary data 

In order to be able to reproduce meta-analyses of aggregate data, primary-level4 

effects sizes and their associated standard errors are required. These are generally 

computed from statistics retrieved from the primary studies such as means, standard 

deviations or sample sizes. We attempted to retrieve the least processed data shared by 

the authors of the meta-analysis. First, we sought for the statistics used to compute 

primary effect sizes (e.g., means, sd); second, we sought for the primary effects sizes 

already computed and their standard errors (or, alternatively, the sampling variances): 

 
4 By primary-level data we mean aggregate data from included primary studies. 

https://osf.io/z5vrn/
https://osf.io/cp293/
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finally, we sought for the primary effects sizes and their confidence limits, from which 

the standard errors were approximated as follows: 

𝑠𝑒𝑖 = (
𝑈𝐵𝑖 − 𝐿𝐵𝑖

2𝑧𝛼/2
) 

with 𝑠𝑒𝑖 being the standard error of the ith effect size, 𝑈𝐵𝑖 and 𝐿𝐵𝑖 the upper and 

lower confidence limits of confidence interval for the ith effect size, and 𝑧𝛼/2 the 

(1 − 𝛼/2)% percentile of the standard normal distribution (usually, 𝑧𝛼/2 = 1.96 

assuming a two-sided 95% confidence interval). 

On the other hand, efforts were also made to retrieve the most reusable data 

possible. First, we searched for machine-readable data files through links leading to third-

party repositories or in supplementary material hosted by the journal. Second, we looked 

for available data through tables or forest plots in the meta-analytic report itself, or in 

supplementary material. In these cases, the primary data had to be manually re-coded to 

reuse it. Finally, if the primary data of a meta-analysis were not directly available after 

the previous steps, we attempted to obtain the data through a request to the corresponding 

author identified in the associated paper. We sent an initial request in June 2021 and, if 

there was no reply, a subsequent reminder in October 2021. This reminder was sent to a 

more recent alternative email address if we were able to find one. If we were unable to 

obtain the data through the email request, the associated meta-analysis was labelled as 

not process reproducible. 

3.2.3 Reconstructing the original analytical scheme 

To proceed with reproducibility attempts of the meta-analyses that were labelled 

as process reproducible, we first looked for the availability of the original analysis script. 

When it was available, reproducibility was checked by rerunning the original script on 

the associated primary data. When it was not available, we tried to reconstruct the original 

analytical scheme using the technical details reported in the paper. Specifically, we 

collected information on: (a) the meta-analytic model originally assumed; (b) the 

weighting scheme; (c) the between-studies variance estimator; (d) the method used to 

compute the confidence interval; and (e) the software used to perform the meta-analysis. 

If any of these details about the analytical methods were not reported, but the software 
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used was mentioned, we inferred the first four pieces of information from the default 

settings of the software used. If the software used was not reported, we inferred this 

information from the default settings of the most used software in the sample, which was 

Comprehensive Meta-Analysis. We designed this procedure to reconstruct the original 

analytical scheme when the original analysis script was not available instead of trying to 

request it from the original authors due to: (a) not necessarily all authors of included meta-

analyses will actually have an analysis script to share, because many might have used 

point and click software, and (b) we expected analysis script availability to be very low, 

and requesting it would have meant sending request for virtually every paper included in 

our re-analysis. 

Additional information about the meta-analysis was collected that is not reported 

in this manuscript. The full list of variables collected is available in the Protocol 

(https://osf.io/42r3p) and a Codebook describing these variables is available at: 

https://osf.io/vrty7. 

3.2.4 Data collection procedure 

Data collection procedure was carried out by five of the authors. At a first pilot 

stage, a random sample of five articles of the total pool was independently coded by the 

five members and, subsequently, in a series of meetings, disagreements between the 

coders were resolved by consensus. Next, the initial pool of 100 included articles was 

split among four coders, 25 articles each. A random sample of 25 articles of the total pool 

was assigned to the fifth member to carry out independent double-coding, with the goal 

to examine the reliability of the data collection process. Disagreements were resolved by 

consensus and by double-checking the original materials. Details about inter-coder 

agreement are reported in the Appendix 3A. 

3.2.5 Reproducibility outcomes 

Each meta-analysis was labelled using the following two-level5 reproducibility 

success scheme. First, each meta-analysis was labelled as: (a) process-reproducible; and 

(b) not process-reproducible. In our study, not process-reproducible refers to situations 

 
5 This hierarchy is a minor deviation from the pre-registered protocol. It is essentially the same and the 
results are identical. It was introduced to improve clarity. 

https://osf.io/42r3p
https://osf.io/vrty7
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where we were unable to access the primary data neither through direct extraction nor 

upon request6. Second, those labelled as process-reproducible were labelled as: (a) 

reproducible; (b) numerical error; and (c) decision error. Similar to previous studies 

(Artner et al., 2020; Hardwicke et al., 2018, 2021) an index of numerical error was 

computed (see Protocol https://osf.io/42r3p). This index expressed the difference between 

reproduced and original values as a percentage. To avoid labelling minor numerical 

discrepancies related to numerical rounding as reproducibility problems, a 5% 

discrepancy threshold was set. Thus, a meta-analysis was labelled as ‘numerical error’ if 

it showed a discrepancy larger than 5%.7 Finally, the label ‘decision error’ refers to 

situations where the 𝑝𝑟𝑒𝑝𝑜𝑟𝑡𝑒𝑑 fell on the opposite side of the .05 boundary in relation to 

the 𝑝𝑟𝑒𝑝𝑟𝑜𝑑𝑢𝑐𝑒𝑑. 

We focus on reproducibility of summary effects, their confidence bounds and the 

result of the null hypothesis significance test. Secondarily, we also assessed 

reproducibility of other synthesis methods such as heterogeneity statistics. 

3.2.6 Reproducibility checks workflow 

Reproducibility checks were carried out at different stages. First, through reported 

analytic details or script code. When the analysis script code was available, computational 

reproducibility was checked by rerunning the script with the available primary data. In 

most cases, the analysis script code was not available. Thus, in these cases we coded the 

analytic details as explained above to fit equivalent meta-analytic models as a function of 

these details using the available primary data. This analysis scheme was programmed in 

the R environment (R Core Team, 2022) using the metafor package (Viechtbauer, 2010). 

Second, given that the manual recoding process is an error-prone task, some 

mistakes can appear. Thus, those meta-analyses labelled as numerical error and/or 

decision error in the previous stage were re-assessed by a different member of the team. 

In cases where an error was found in the originally coded results, analytic methods and/or 

primary data, the meta-analyses were once reproduced again and re-labelled according to 

the updated results. Additionally, a qualitative assessment of the meta-analyses still 

 
6 Process reproducibility, as described above, could imply a different situation if more conditions need to 
be met to proceed with the reproduction attempt. In our study, this is equivalent to data availability due 
to our design and the stage of the meta-analysis pipeline we focused on. 
7 A sensitivity analysis using other possible criteria is reported in the Appendix 3B. 

https://osf.io/42r3p
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labelled as numerical error and/or decision error was also carried out. The same reviewers 

who checked for errors produced individual reports on the possible source of the 

discrepancy and its reproducibility was judged qualitatively by four of the other authors. 

This stage was a deviation from the pre-registered protocol, and made it possible to 

identify situations with obvious explanations, such as rounding issues, inverted signs, etc. 

Additionally, for meta-analyses that remained labelled as non-reproducible, an 

email was sent to the corresponding author of the associated paper explaining our aims, 

our approach, and our results regarding his/her meta-analysis and requesting additional 

information that could explain the mismatch between the original reported results and the 

reproduced results. We tried to solve the reproducibility issues within a month after the 

request and we updated the label accordingly. 

Finally, the association between publication year and the possibility of retrieving 

the data in one of the ways conducted in this project were explored by fitting binary 

logistic regression models with publication year as predictor and process-reproducibility 

as dependent variable. We quantified the strength of the association by calculating odds 

ratios and 95% confidence intervals based on the profile likelihood. These exploratory 

analyses were not pre-registered. Details and results are reported in the Appendix 3C. 
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3.3 Results 

From the 100 included papers, 217 independent meta-analyses were selected 

following the criteria explained above. These meta-analyses included 18.35 primary 

studies on average (sd = 17.25; median = 13; interquartile range = 10-19; range = 3-134) 

and were cited 108.39 times on average (sd = 151.00; median = 57; interquartile range = 

29-128; range = 3-1036)8. Figure 2 displays the distribution of number of primary studies 

among the meta-analyses included in our sample (panel A), the publication year 

distribution among the papers included in our sample (panel B) as well as the citation 

count distribution of those papers (panel C). Original results and characteristics of these 

meta-analyses are available at: https://osf.io/8jzbk. 

 

 

Figure 2. Distribution of (a) the number of primary studies included in each of the meta-

analyses; (b) the publication year of the included papers; (c) citation count of the included 

papers. Vertical blue dotted lines represent the first quartile, median, and third quartile, 

respectively. 

 
8 Citation counts were retrieved from CrossRef API using the rcrossref package (Chamberlain et al., 
2023). For two cases in which CrossRef did not return data, citation counts were consulted in Google 
Scholar. Both queries were done on 20/03/2023. 

https://osf.io/8jzbk
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3.3.1 Process reproducibility 

Figure 3 summarizes the primary data retrieval results. Based on the availability 

of primary data, either retrieved directly from the paper or upon request, 146 meta-

analyses (67%, see Fig. 3a) were labelled as process reproducible. Additionally, as the 

time span covered is fairly wide, the process reproducible rate was also computed for 

different time periods. The meta-analyses were grouped into five-year periods, except for 

the initial period, which was grouped into a ten-year period due to the limited number of 

meta-analyses available during the first five-year period, which consisted of only five 

meta-analyses. The process reproducibility rate was 41%, (12/29), 59%, (44/75), and 

80%, (90/113) for meta-analyses published between 2000 and 2010, 2011 and 2015, and 

2016 and 2020, respectively (see Fig. 3a). This trend is further explored in the Appendix 

3C. 

Of these 146 meta-analyses, in about half of the cases the primary data was 

retrieved from a forest plot in the paper itself and in about a third of the cases the primary 

data was retrieved from supplementary files (see Fig. 3b for further details). Although 

attempts were made to retrieve data for 78 meta-analyses from 25 different papers by 

emailing the corresponding authors, data was only retrieved for 7 meta-analyses, from 3 

different papers (12%, 3/25, see Fig. 3c). For the remaining 71 from 22 different papers, 

a reply providing some reasons not to share was received in 32% (8/25, see Fig 3c), 

whereas no reply was received for the remainder of the meta-analyses. Table 1 

summarises the different reasons corresponding authors given when data was not 

provided upon request. 

 



77 
 

Figure 3. Percentage of (a) process-reproducible meta-analyses; (b) different 

types of sources of original data; (c) data request results. 
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Table 1 

Reasons given when data was not received upon request. 

Reason N 

Data held by a co-author, and do not have his contact details 1 

Proprietary dataset 1 

The author no longer has the data. 5 

The author requested more information and a written agreement including 

possible authorship. Additional details were sent and after some email 

exchanges there was no further response. 

1 

 

3.3.2 Challenges faced retrieving primary data 

In most cases, when the meta-analytic data was available, it was shared in 

document formats. Data were retrieved from tables or forest plots in pdf or docx format—

either in the document itself or in the supplementary materials—in 92% (134/146) of the 

cases. This required a manual recoding of the primary data to be able to reuse them. 

Furthermore, when data was reported through general tables (i.e. tables listing all the 

primary studies included with their characteristics), the meta-analysis associated with 

each data entry was not always obvious, leading to the time-consuming task of matching 

each data entry with each independent meta-analytic result reported in the paper. There 

were only 7 meta-analyses (from three different papers) of the 146 meta-analyses labelled 

as process reproducible (5%), where the task of retrieving the data required simply 

downloading the data in an machine-readable data file format. On the other hand, as 

shown in Figure 3c, when the necessary data was not available, retrieving it upon request 

to the original authors led to a low response rate. 
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3.3.3 Outcome reproducibility 

The outcome reproducibility was checked in 146 meta-analyses from 82 different 

papers. As mentioned above, in 5 of these meta-analyses (3%), all from the same 

published article, the original script code was available. Therefore, in these five cases, 

outcome reproducibility was checked running the original analysis script on the original 

primary data. In the remaining cases, the original analytical framework was reconstructed 

as explained in the method section. Figure 4 summarises the results of the whole process 

of outcome reproducibility assessment. 

 

 

Figure 4. Results of the different stages carried out in the evaluation of the outcome 

reproducibility. 
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Following the first stage of re-analysis, 52 meta-analyses were re-assessed because 

they were labelled as numerical error and/or decision error. Of these, 17 were re-analysed 

again as some coding errors were found in the second stage. After this, 10 were re-labelled 

as reproduced and 7 still had relevant discrepancies. Furthermore, 15 were labelled as 

approximately reproduced or reproduced with minor adjustment in a qualitative check 

because the discrepancy was probably explained by rounding issues, inverted signs for 

results (when effect sizes were reported in absolute values) and primary data, minor 

reporting errors, or minor adjustments in the analytical scheme9. In the remaining 20, and 

in the 7 re-analysed again without success, some issues or relevant discrepancies without 

apparent explanation were found. Figure 5 displays a scatterplot showing the consistency 

between the original and reproduced summary effect size and their confidence bounds of 

these 52 meta-analyses. Additionally, as a secondary analysis, the reproducibility of the 

𝐼2 heterogeneity statistic was explored. Figure 6 displays a scatterplot showing the 

consistency between the original and reproduced 𝐼2 statistics. As shown in Figures 5 and 

6, the discrepancies found in the heterogeneity statistic 𝐼2 are larger than those found in 

the summary effects and their confidence intervals. The Pearson’s correlation between 

the summary effect and 𝐼2 discrepancies was .172. The lack of precision of the available 

data (rounded data) or incomplete information on aspects such as the tau-squared 

estimator applied seem to have a substantial impact on the reproducibility of this result. 

 

 

 
9 Full details in Appendix 3D.  
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Figure 5. Scatterplot displaying the reproduced values as a function of the original values 

classified by whether or not decision error was found. Only the results of the 52 meta-

analyses with a discrepancy of more than 5% identified in the first stage are displayed, 

but with the corrections made in the second stage. In panel (a) the summary effects are 

displayed and in panel (b) the confidence intervals. For (b) the colours represent lower or 

upper bound of the confidence interval. 
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Figure 6. Scatterplot displaying the reproduced values as a function of the original values 

classified by whether or not decision error was found. Only the results of the 52 meta-

analyses with a discrepancy of more than 5% identified in the first stage are displayed, 

but with the corrections made in the second stage. The values displayed are I2 

heterogeneity statistics. The size of the crosses is a function of the discrepancy in the 

summary effect. 

3.3.4 Main issues identified 

Different issues in these 27 meta-analyses were identified in the second stage. For 

example, for one of the meta-analyses which showed a discrepancy in the confidence 

limits, inconsistencies were found in the original meta-analytic report itself. The 

confidence limits originally reported for that meta-analysis were different in the abstract, 

main text and forest plot. Matching the reproduced results were those reported in the 

forest plot but not those reported in the text. Furthermore, inconsistencies in the original 

summary effect reported were found between the results reported in abstract and the 

results reported in the main text and the forest plot. Also, in a paper where primary data 

were available in both a table and a forest plot, minor inconsistencies were found between 

the primary data of the table and the forest plot. These examples of inconsistencies in 
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original results or data were found in 4 cases (3%, 4/146). These appeared to be typos. 

Furthermore, some inconsistencies were found with respect to the number of primary 

studies included in each meta-analysis. For example, in one of the meta-analyses, the 

main text reported the inclusion of 10 comparisons in the meta-analysis, whereas in a 

table of results 11 comparisons were reported for this meta-analysis. On the other hand, 

in 11 meta-analyses the primary data retrieved from the supplementary materials were 

not sufficient to reach the number of primary studies stated as included in this meta-

analysis in the original report. 

3.3.5 Original authors clarifications 

These 27 meta-analyses were from 10 different papers. Therefore, 10 clarification 

requests with information about the study aims, methods, and preliminary results were 

sent to the corresponding authors of the original articles. A reply was received in only 2 

of the 10 cases. In one of them, the original authors sent back a link to an OSF repository10 

where the original data and analysis script were stored. According to the authors, this link 

was not reported in the paper by mistake. The script was run on these data and the results 

were successfully reproduced. In this case, the data previously used were retrieved from 

a forest plot (means and standard deviations) and a table (sample sizes) reported in the 

paper. The previous discrepancy was explained by two cases included in the original 

meta-analysis from the same primary study that were reported with the same ID in the 

forest plot and were not correctly matched with their corresponding sample size extracted 

from the table. This situation exemplifies the potential issues arising from having to 

reconstruct the original data from tables and figures and not having open access to the 

original data file. 

In the other case, the original data was retrieved from a huge table in 

supplementary material with all effect sizes and their confidence limits. The original 

authors sent back this same table by increasing the number of decimal places of the effect 

sizes and after correcting some wrong values that they themselves detected in that 

process. This fixed the discrepancies for some of the meta-analyses in this paper. 

 
10 According to the repository timeline the project was created on 02/06/2019 and according to the 
journal’s article history the paper was published on 13/06/2019. It seems that the repository was 
created as a journal requirement. 
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3.4 Discussion 

The main aim of this study was to examine the reproducibility of a sample of 

published meta-analyses on the effectiveness of clinical psychology interventions. We 

analyzed the availability and reusability of original data and, assessed the reproducibility 

of the published results using these retrieved original data, and tried to reconstruct the 

original analysis plan. We encountered both difficulties in retrieving the original data and 

some problems with the reproducibility of the meta-analyses examined. 

Even when we interpret data availability in the broad sense (i.e. retrieving data 

from tables and figures when no data file was available), for about a third of the included 

meta-analyses no data were available. In these cases, attempts were made to obtain the 

data on request to the corresponding author, with little success. Authors only shared data 

in 12% of the requests that were made. This result is in line with what was found in a 

recent study where data availability statements from a set of primary studies were 

analysed (Gabelica et al., 2022). Although 42% of primary studies in Gabelica et al. 

(2022) reported data were available on request (an identical percentage was found in Page 

et al. (2022) for meta-analyses), only 6.8% of the authors shared the underlying data when 

requested. Even though it is common to see authors state data is available on request, 

actually obtaining the data on request seems highly challenging. Although this problem 

of retrieving data on request is well known (Wicherts et al., 2006), the situation does not 

seem to have improved. Nowadays, there are straightforward, free, and open ways to 

share data, including meta-analytic data files. Several repositories (e.g., OSF, GitHub, 

Zenodo, Figshare) are available for researchers to openly share the data associated with 

published results. On-request availability has proven to be inadequate, and with the 

availability of data repositories it is no longer necessary. Journals publishing meta-

analyses should require that authors share the underlying data in a public data repository. 

Nevertheless, a more positive sign comes from the positive association between 

publication year and the possibility of retrieving the data. The results tentatively suggest 

a trend of improving data availability over the years, with a notable rate of 80% observed 

in meta-analyses published between 2016 and 2020. This observation could be related to 

the existence of well-established meta-analysis reporting guidelines. For instance, the first 

PRISMA guideline (Moher et al., 2009) encouraged meta-analyst to report results of 

primary studies (e.g. primary effect sizes and their confidence interval through a forest 
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plot, as was a common scenario among the cases included in this project), and the latest 

PRISMA guideline (Page et al., 2021) which puts more emphasis on appropriate data 

sharing through data files ready for reuse. At the same time in only 5% of the cases where 

data were retrieved in our sample were we able to retrieve the data in a machine-readable 

data file that was ready for reuse (e.g., csv, xlsx). Most often the data had to be retrieved 

from files in document format (e.g., docx, pdf). This forces people who want to reuse the 

data to manually recode the data, which is an inefficient and error-prone task. Even after 

partial double coding was carried out, this procedure did not avoid some coding errors, 

which were only detected by double checking meta-analyses with discrepancies. In our 

experience, the data retrieval process can be difficult when results are presented in general 

tables, as it involves matching subsets of these primary data with different meta-analytic 

results, while is not always clear which studies were used in which meta-analysis reported 

in a paper. Furthermore, because the tables in manuscript are often generated manually in 

document file formats (e.g. Word), we observed examples where this introduced another 

source of error. The foregoing discussion raises a key point about how time consuming 

the appraisal of meta-analytic reproducibility currently is, and how efficiency would be 

improved by having open access to the underlying meta-analytic data in data file formats 

ready for reuse. The latest PRISMA guidelines, along with some initiatives that promote 

appropriate data sharing (e.g. Wilkinson et al., 2016) have the potential to generate 

significant improvements in the re-use of meta-analytic data in the years ahead. In this 

regard, our results provide a useful baseline for future assessments. 

An important finding is that the availability of the original analysis script was very 

limited. Only in five meta-analyses (3%, all from the same paper), was the original script 

openly available. In most cases, the original analyses were reconstructed from the 

description provided in the paper itself, which was not always rich in detail, so many of 

these computational details had to be inferred from the default settings of the software 

authors used. The availability of analysis scripts often shows similar rates, both in meta-

analyses (Page et al., 2022; Polanin et al., 2020) and in primary research (Hardwicke et 

al., 2020, 2022). This makes it more difficult to easily check the computational 

reproducibility of the results from such studies. Reconstructing the analytical scheme 

adds to the workload, with the potential to introduce errors, both in the original report and 

in the reconstruction, and deals with the eventual lack of relevant analytical information. 

With the increasing availability of excellent open-source tools to perform meta-analysis 
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(e.g., metafor (Viechtbauer, 2010) in R) and useful templates (Moreau & Gamble, 2020), 

meta-analysts can use workflows that allow them to create and share analysis code for 

meta-analyses. 

Despite these difficulties, we were able to recover the original data and reconstruct 

the original analysis approach, for 146 meta-analyses, for which the reproducibility of the 

results was assessed. These attempts went through several stages as explained above, 

trying to minimize the impact of possible coding errors, and requesting clarifications from 

the original authors. Nevertheless, even with these efforts, some discrepancies remained 

in the results. We identified different issues that hindered our reproducibility attempts. 

For example, in some cases internal discrepancies were found in the paper itself (e.g., 

text-figure discrepancies, text-abstract, or text-table discrepancies). Furthermore, some 

problems were found with the lack of some primary data, where data available in the 

supplementary material included fewer cases than those finally reported in the results of 

the published paper. These situations could be explained by typos in the manuscript, or 

updates when performing the meta-analysis that produced different versions of the 

manuscript, data, or supplementary material. While it is important to note that 

discrepancies in the summary effect results and their confidence intervals were mostly 

minor, with little or no impact on the conclusions, these situations are easily avoidable. 

Some of the problems identified could be explained by typos. Currently, there are tools 

that facilitate the production of so-called reproducible manuscripts, such as the R 

packages knitr (Xie, 2022), rmarkdown (Allaire et al., 2022), and papaja (Aust & Barth, 

2022). A reproducible manuscript embeds analysis code, data and results reporting in a 

single document, extracting and reporting the results from the output of the computational 

process itself, avoiding error-prone manual transcriptions. 

Our results are complementary to those observed in previous research on the 

reproducibility of the primary effects of meta-analyses (Gøtzsche et al., 2007; Maassen 

et al., 2020) and related problems due to the multiplicity of primary effects (Tendal et al., 

2009). These studies found problems in reproducing the primary effects of published 

meta-analyses, or in reaching agreement between independent coders in computing them. 

Such problems, to a greater or lesser extent, had some impact on the meta-analytic results. 

Our results show that, even when re-using the primary effects as originally coded, certain 

problems of reproducibility of the results may remain. Some of these problems are added 

error on the source of error found in previous research on reproducibility of primary 
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effects, which in turn are added error on the sources of error types of primary estimates 

(e.g., measurement error, sampling error, or reporting errors). No scientific research is 

totally error-free, but one of the main tasks of scientists is to minimize this error, and in 

some cases, such as those observed in this study, minimizing some potential sources of 

error can be straightforward. 

Our study has some limitations. First, the time span covered is fairly wide. Thus, 

the findings may not capture the changes that have arisen in recent years. Therefore, 

future studies should examine more specific changes over years, to evaluate whether 

better practices emerge that facilitate reproducibility. Second, most of the primary data 

was retrieved through manual re-coding, which introduces some error. The reported data 

was rounded, which means we did not have access to precise values, and in many cases 

the standard error had to be approximated from the confidence limits. These limitation of 

our study are caused by the suboptimal practices when sharing data we discussed above. 

Given the non-precise nature of most of the data retrieved, we had to make a decision 

about which margin of discrepancy was acceptable. In this study, a margin of 5% was 

chosen. Because this cut-off is arbitrary, we have tried to focus more on possible issues 

in the results that fell above this margin, than on establishing a exact ratio of non-

reproduced meta-analyses based on this arbitrary cut-off. Finally, we only examined 

meta-analyses in clinical psychology as this is one of the areas that produces the most 

meta-analyses in psychology and these meta-analyses have a direct impact on applied 

practice, but it is unknown to which extent our conclusions generalize to meta-analyses 

in other sub-disciplines in psychology. 

In conclusion, we observed several difficulties when attempting to reproduce 

meta-analyses. Two aspects can be highlighted: (1) data availability and reusability of the 

data as they are shared, (2) and apparent errors in the reporting of results. As data collected 

for a meta-analysis can be especially useful for future research, direct and open access to 

such datasets allows for easy updates, and re-analyses, which are valuable in a cumulative 

science. Meta-analytic data generally do not contain sensitive or personal information, 

and can therefore almost always be shared openly, as doing so does not involve ethical or 

legal conflicts. Third, meta-analytic results often represent the state of the art of the 

evidence on a particular topic. These results guide applied practice, public policy, or 

future research directions. This prominent status entails a major responsibility for the 

credibility, reliability, and validity of published meta-analytic results. 
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Chapter 4  

Statistical power of random-effects meta-analyses on 

clinical psychological interventions 

Abstract 

Underpowered studies are ubiquitous in psychology and related disciplines. Meta-

analysis can help alleviate this problem, increasing the statistical power by combining the 

results of a set of primary studies. However, this is not necessarily true when we use a 

random-effects model, which is currently the predominant approach when carrying out 

meta-analyses. In this study, we examined the statistical power of a sample of 141 meta-

analyses on the effectiveness of clinical psychological interventions. Additionally, we 

compared the estimated statistical power of these meta-analyses with the power of the 

individual studies that comprised them. To do so, we used different analytical approaches 

and a Monte Carlo approach. The statistical power of random-effects meta-analyses was 

computed under different values of the true effect size and levels of heterogeneity. Our 

results show that under certain scenarios, the hypothesis test of the null-hypothesis of no 

average effect is underpowered, even showing a lower statistical power than the average 

or maximum statistical power of included primary studies. Overall, these scenarios were 

characterised by high heterogeneity and a low number of included studies. While this 

pattern is expected, our findings show the steepness of this drop in statistical power. These 

results are discussed in light of the statistical and conceptual basis of random-effects 

meta-analysis. 
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4.1 Introduction 

Underpowered studies are ubiquitous in psychology and related disciplines such 

as neuroscience, biomedical science, or the social sciences (Arel-Bundock et al., 2022; 

de Vries et al., 2022; Dumas-Mallet et al., 2017; Flint et al., 2015; Szucs & Ioannidis, 

2017). Meta-analysis can help alleviate this problem and, in fact, increasing the statistical 

power compared to the primary studies that are included in the meta-analysis- This is one 

of the most frequently cited motivations to perform a meta-analysis (Cohn & Becker, 

2003; Guyatt et al., 2008; Jackson & Turner, 2017; Valentine et al., 2010).  

Indeed, this idea always holds true when we assume a fixed-effect model—the 

more studies we include in the meta-analysis, the smaller the sampling variance and, 

hence, the larger the power (Cohn & Becker, 2003; Hedges & Pigott, 2001; Jackson & 

Turner, 2017). However, this is not necessarily true when we use a random-effects model 

since this model includes one variance component more than a fixed-effect model, the 

between-study variance (Konstantopoulos & Hedges, 2019). While the fixed-effect model 

assumes that there is a single a common parametric effect for all estimates of the included 

studies—i.e., 𝜃1 = ⋯ =  𝜃𝑘 =  𝜃, such that 𝑦𝑖 ∼ 𝑁(𝜃, 𝜎𝑖
2), with 𝑦𝑖 being the effect size 

estimate of the ith study, 𝜃 the true effect size,  𝜎𝑖
2 the sampling variance of the ith study, 

and k the number of included primary studies—  the standard random-effects model 

assumes a normal distribution of parametric effects 𝜃𝑖 ∼ 𝑁(𝜇𝜃, 𝜏2), such that 𝑦𝑖  ∼

𝑁(𝜇𝜃,  𝜏2 +  𝜎𝑖
2), with 𝜇𝜃 being the expected value across studies, and 𝜏2 the between-

study variance component. Therefore, under the fixed effect model the sampling variance 

of the meta-analytic summary effect size is given by 𝑣 = (∑ 1/𝜎𝑖
2)−1𝑘

𝑖=1 , whereas under 

the random-effects model this sampling variance is given by 𝑣∗ = (∑ 1/(𝜎𝑖
2 +𝑘

𝑖=1

 𝜏2))−1. 

This issue is especially relevant considering that, even though meta-analyses using 

fixed-effect models were frequent not long ago (Cafri et al., 2010; Field & Gillett, 2010; 

Hunter & Schmidt, 2000), assuming a random-effects model is currently the predominant 

approach, as its assumptions are considered more realistic (Aguinis et al., 2010; 

Borenstein, 2019; Tipton et al., 2019). Moreover, power analysis in random-effects meta-

analysis might not be as straightforward as in fixed-effect meta-analyses and different 

approaches have been proposed on how to estimate power. Next, a brief overview of these 

proposals (see Jackson & Turner (2017) for further details) is provided.  
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4.1.1 Statistical power of random-effects meta-analysis 

Hedges & Pigott (2001) analytic approach 

Following the standard statistical testing procedure in random-effects meta-

analysis, the null hypothesis is rejected at level α, if:  

|𝜇̂𝜃|

√𝑣 ∗
> 𝑧 1−𝛼/2  (1), 

 where 𝜇̂𝜃 is the summary meta-analytic effect size estimation, and 𝑧 1−𝛼/2 is the critical 

value of the standard normal distribution at the 𝛼 level.  

Therefore, according to Hedges and Pigott (2001), the statistical power formula 

for a two-tailed test is given by: 

PowerMA = 1 − ϕ (z1−α/2 −
𝜇𝜃

√𝑣∗
) + ϕ (−z1−α/2 −

𝜇𝜃

√𝑣∗
) (2), 

where ϕ(∙) is the cumulative standard normal distribution function, and 𝜇𝜃 is the true 

effect size. 

 

Extension based on Knapp and Hartung adjustment 

The Knapp-Hartung method (Hartung, 1999; Hartung & Knapp, 2001) is a refined 

test for the summary meta-analytic effect size. Basically, it applies an adjustment to the 

sampling variance through a scaling factor and uses a t-distribution with k-1 degrees of 

freedom for making inferences, attempting to take into account the uncertainty in 

between-study variance estimation. The scaling factor is given by: 

𝐻∗2 =  
∑ 𝑤𝑖(𝑦𝑖 − 𝜇̂𝜃)2

𝑘 − 1
 (3), 

where 𝑤𝑖 is the 𝑖 = 1 ⋯ 𝑘  1/(𝜎𝑖
2 +  𝜏2).  

Therefore, the adjusted sampling variance is given by: 

𝑣𝐾𝑁𝐻𝐴
∗ = 𝑣∗𝐻∗2 (4) 

This method has shown better performance in terms of controlling the Type-I rate 

than the standard method in several simulation studies (Hartung and Knapp, 2001; InHout 
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et al., 2014; Röver et al., 2015; Sánchez-Meca & Marín-Martínez, 2008). However, in 

some scenarios this method may present some problems. For instance, although one of 

its primary strengths is its conservative nature relative to the standard method, it can 

become more liberal in certain circumstances (Wiksten et al., 2016). This occurs when 

the scaling factor is less than 1. Given its intention and the nature of the model, this issue 

can be considered as an undesirable property (Jackson et al., 2017). In this sense, an ad 

hoc modification has been proposed (Knapp & Hartung, 2003) which constrains the 

scaling factor such that 𝐻∗2 ≥ 1. 

Therefore, following this method, the null-hypothesis is rejected at α level, if:  

|𝜇̂𝜃|

√𝑣𝐾𝑁𝐻𝐴
∗

> 𝑡𝑘−1,   1−𝛼/2  (5), 

where 𝑡𝜈,𝛾 denotes the 𝛾-quantile of the t-distribution with 𝜈 degrees of freedom.  

In this vein, the former analytical approach by Hedges and Pigott (2001) is 

extended to this proposal as follows:  

𝑃𝑜𝑤𝑒𝑟𝑀𝐴2 = 1 − 𝑇𝑘−1 (tk−1,   1−α/2 |
𝜇𝜃

√𝑣𝐾𝑁𝐻𝐴
∗

) + 𝑇𝑘−1 (−t𝑘−1,   1− 𝛼 2⁄ |
𝜇𝜃

√𝑣𝐾𝑁𝐻𝐴
∗

) (6), 

where T𝑑𝑓(⋅ |𝜆) is the cumulative function of non-central t-distribution with df degrees of 

freedom and 𝜆 noncentrality parameter, and tdf, 1-α/2 is the critical value of the central t-

distribution with df degrees of freedom at α level.  

Jackson and Turner (2017) proposal 

While the previous method was proposed to address the uncertainty in the 

between-study variance component, it still treats it as fixed and known, despite it being 

an estimated component. Jackson and Turner (2017) proposed an alternative analytical 

method for computing statistical power in random-effect meta-analysis by deriving the 

cumulative distribution function of the test statistic T as follows: 

𝑃(𝑇 ≤ 𝑡) = Γ1 (
𝑘 − 1

2
,
(1 − 𝐼2)(𝑘 − 1)

2
) ϕ ((𝑡 − 𝜇𝜃√𝑘𝜎)√1 − 𝐼2)

+2(𝑘 − 1) ∫  
∞

√1−𝐼2

𝑥ϕ (𝑡𝑥 − 𝜇𝜃√𝑘𝜎√1 − 𝐼2) 𝜒𝑘−1
2 ((𝑘 − 1)𝑥2)d𝑥,

(7), 
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where I2 is the heterogeneity statistic by Higgins and Thompson (2002), defined as 𝐼2 =

 
𝜏2

𝜎2+ 𝜏2
 , where 𝜎2 is the typical within-study variance, and 𝜒𝑘−1

2 (∙) is the probability 

density function of the 𝜒2 distribution with (k − 1) degrees of freedom. See Jackson and 

Turner (2017) for full details. 

Then the statistical power of random-effect meta-analysis is given by: 

𝑃𝑜𝑤𝑒𝑟𝑀𝐴 = 1 − 𝑃(𝑇 ≤ 𝑧1−𝛼/2) + 𝑃(𝑇 ≤ −𝑧1−𝛼/2) (8) 

This approach has the advantage of taking into account the uncertainty of 

between-study variance by not constraining the parameter.  

Monte Carlo approach 

The previous approach assumes that all the primary studies in a meta-analysis are 

of the same size, for instance by taking the typical within-study variance (Higgins & 

Thompson, 2002) or the average of a set of within-studies variance. Instead, a Monte 

Carlo approach can be employed. This involves simulating n datasets with k values drawn 

from a standard normal distribution such that: 𝑋𝑖 ∼ 𝑁(𝜇𝜃, 𝜎𝑖
2 + 𝜏2), 𝑖 = 1, ⋯ 𝑘, for a true 

𝜇𝜃 and 𝜏2 and a set of within-study variances. Subsequently, the summary meta-analytic 

effect size is computed for each dataset under a random-effects model. Finally, the 

standard statistical test presented in equation (1), or the adjusted one presented in 

equations (5), is applied, and the statistical power is determined as the proportion of 

statistically significant cases. 

 

Yet, research that provides an overview of the actual power of meta-analyses is 

scarce, and the available studies focus instead on the power of the primary studies that 

are included in the meta-analyses. Nonetheless, one important finding of these studies is 

that, consistently across different disciplines, meta-analyses mainly comprise studies that 

are underpowered—i.e., less power than .80—to detect small and medium effect sizes (de 

Vries et al., 2011; Dumas-Mallet et al., 2017; Nuitjen et al., 2020; Parish et al., 2021).  

Studies that have surveyed the power at a meta-analytic level come, in its majority, from 

the field of medicine and show that, often, meta-analyses are neither adequately powered 

to detect small or even medium effect sizes (Carvalho et al., 2020; Jia et al., 2021; Turner 

et al., 2013). Nonetheless, these findings contrast with the results of Cafri et al. (2010), 
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who examined a set of meta-analyses published in Psychological Bulletin and found a 

median meta-analytic power of .99 to detect the mean effect size estimated by each meta-

analysis, or the results of Niemeyer et al., (2022), who assessed PTSD psychotherapy 

meta-analyses and found that the majority had a power higher than .80 to also detect their 

synthesized effect size. On the other hand, Jackson & Turner (2017) compared the meta-

analytical power and the average power of the primary studies of 1991 Cochrane reviews 

and found that, when meta-analyses had more than five primary studies, >80% of the 

meta-analyses had greater power than primary studies. However, this proportion was 

much lower when meta-analyses consisted of only two or three primary studies, where 

only about 50% and 65% of the meta-analyses, respectively, achieved greater power. To 

our knowledge, there is no study that has assessed the meta-analytic power of a large 

sample of meta-analyses of clinical psychological interventions and compared it with the 

power of the primary studies that are included in those meta-analyses. 

4.1.2 Purpose 

The first objective of this study was to provide an overview of the power of a 

random sample of meta-analyses of clinical psychological interventions. For doing so, we 

used the different methods available to estimate power in random-effect meta-analyses, 

enabling a comparison of the results obtained from each of these methods. Second, the 

estimated power of these meta-analyses was contrasted with the power of the individual 

studies that constituted the meta-analyses. This way, we could evaluate the increase of 

statistical power and identify cases where the power of the meta-analysis was actually 

lower than the power of the primary studies. In those cases, we explored the 

characteristics of those meta-analyses. 
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4.2 Method 

4.2.1 Identification and selection of meta-analyses  

In a previous study a pool of 664 meta-analytic reports on clinical psychological 

interventions published between 2000 and 2020 were identified through a systematic 

electronic search (López-Nicolás et al., 2022). Of these reports, 100 were randomly 

selected using a random number generator between 1 and the total number of meta-

analyses identified. The full search strategies and a summary of the screening process are 

available at: https://osf.io/z5vrn/, and the workflow of the random selection process is 

available at: https://osf.io/cp293/. From these reports, 217 independent pairwise meta-

analysis of aggregate data were selected, and the primary data on which meta-analytic 

models were fitted could be retrieved for 146 of them in another previous study (Lopez-

Nicolas et al., 2023). In this study, 141 of those datasets were included, all of them use 

standardized mean difference as measure of effect.  

4.2.2 Statistical power computation 

The statistical power of random-effects meta-analyses was computed using five 

different procedures: the standard analytical approach by Hedges and Pigott (2001), as 

given in equation (2); the extension of this approach based on the Knapp-Hartung 

(Hartung, 1999; Hartung & Knapp, 2001) adjustment for meta-analytic statistical testing, 

as given in equation (6); the analytical procedure by Jackson and Turner (2017), as given 

in equations (7) and (8); and a Monte Carlo procedure for both standard testing, as given 

in equation (1), and Knapp-Hartung adjusted testing, as given in equation (5), by 

simulating 10,000 datasets for each meta-analysis. For the computations with Knapp and 

Hartung adjustment, the ad hoc modification was employed. Furthermore, the statistical 

power of individual studies that contribute to a random-effects meta-analysis, as derived 

by Jackson and Turner (2017), is given by: 

𝑃𝑜𝑤𝑒𝑟𝐼𝑁𝐷 =  1 − Φ ((𝑧1−𝑎/2𝜎𝑖 + 𝜇𝜃)/√𝜎𝑖
2 + 𝜏2)  

+ Φ ((−𝑧1−𝑎/2𝜎𝑖 + 𝜇𝜃)/√𝜎𝑖
2 + 𝜏2) (9) 

https://osf.io/z5vrn/
https://osf.io/cp293/
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Subsequently, the average, median and maximum of the statistical power power 

were computed for each set of individual studies included in each meta-analysis. A 

significance level 𝛼 = 0.05 was used in all the power computations.  

4.2.3 Conditions 

The statistical power computations were carried out under different conditions. 

Firstly, three different values of the true effect size were determined —corresponding to 

the rule-of-thumb by Cohen (1969) for small, medium and large effect size— 𝜇𝜃𝑆 =

0.2; 𝜇𝜃𝑀 = 0.5; 𝜇𝜃𝐿 = 0.8. On the other hand, different scenarios of true heterogeneity 

were considered. Specifically, the first-quartile, median, and third-quartile of the 

estimated I2 values in the sample of meta-analyses were established—𝐼2 = 40.4; 𝐼2 =

62.6; 𝐼2 = 80.4, respectively. These values were estimated by fitting random-effects 

models on each included meta-analytic dataset, using the restricted maximum likelihood 

estimator for between-studies variance. Furthermore, statistical power was computed by 

using the estimated values of 𝜇𝜃 and 𝜏2 of each meta-analysis as true values.   

4.3 Results 

A total of 141 meta-analyses were included in the study, with an average of 16.87 

primary studies per meta-analysis (SD = 16.15; median = 12; interquartile range = 10-18; 

range = 3-134). Figure 1 illustrates the distribution of the number of primary studies 

among the meta-analyses included in our sample. 

 

Figure 1. Distribution of the number of primary studies included in each of the meta-analyses. Vertical 

blue dotted lines represent the first quartile, median, and third quartile, respectively. 
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4.3.1 Overview of statistical power of meta-analyses 

Figure 2 presents a set of boxplots displaying the statistical power of each meta-

analysis under the different conditions as result of each method. Taking the results of the 

Monte Carlo approach as reference, both the Hedges and Pigott (2001) and Jackson and 

Turner (2017) analytical approaches showed a close alignment with the actual power 

across various conditions of effect size magnitudes and heterogeneity levels, just showing 

a slight overestimation in high-powered meta-analyses and a slight underestimation in 

low-powered meta-analyses. However, the analytical approach incorporating the Knapp 

and Hartung adjustment appears to systematically underestimate the statistical power, 

taking Monte Carlo results for Knapp and Hartung testing as reference. 

Based on the results from Monte Carlo approach, Tables 1 and 2 show the 

percentage of included meta-analyses which achieved a statistical power below 80% and 

below 50% across the different conditions. Table 1 presents the results for standard 

testing, and Table 2 presents the results for adjusted testing using the Knapp and Hartung 

testing. The percentages are provided for the total sample, the subset of meta-analyses 

with less than 10 primary studies and the subset of meta-analyses with 10 or more primary 

studies.  

For both statistical testing approaches, all meta-analyses with less than 10 primary 

studies showed a statistical power below 80% for detecting an effect size of 0.2 across all 

heterogeneity scenarios. In fact, the statistical power of all those meta-analyses fell below 

50% in the high-heterogeneity scenario for standard testing, and in the medium- and high-

heterogeneity scenarios for Knapp and Hartung testing. Overall, the included meta-

analyses showed a poor statistical power for detecting an effect size of 0.2 (see also Figure 

3, row 1).    

Conversely, for effect sizes of medium and large magnitude (0.5 and 0.8), the 

statistical power was generally more adequate for the majority of meta-analyses, except 

in cases where there was large heterogeneity and included primary studies were less than 

10 (see Table 1 and 2). For instance, 81% and 87% (statistical testing and adjusted testing, 

respectively) of meta-analyses with less than 10 primary studies showed a statistical 

power below 80% for an effect size of 0.5 and high heterogeneity.  
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4.3.2 Statistical power of primary studies included in meta-analyses versus power of the 

meta-analysis 

Tables 3 and 4 show the percentage of cases where the average, median, or 

maximum statistical power of primary studies that constitute the meta-analysis was larger 

than the power of meta-analysis itself, based on Monte Carlo approach results, for 

standard testing, and for adjusted testing using the Knapp and Hartung, respectively. The 

percentages are provided for the total sample, the subset of meta-analyses with less than 

10 primary studies and the subset of meta-analyses with 10 or more primary studies.  

Overall, in the low-heterogeneity scenario, meta-analyses generally exhibited 

higher statistical power than the mean, median, and maximum power of the contributing 

primary studies. However, as heterogeneity increases, particularly for meta-analyses with 

less than 10 primary studies, the situation shifts. Specifically, in 94% and 100% (standard 

testing and Knapp and Hartung testing, respectively) of the cases that included less than 

10 primary studies, the average statistical power of included primary studies was greater 

than the power of meta-analysis itself for a true effect of 0.2 and high heterogeneity. 

Furthermore, in 65% and 84% (for both testing) of the cases that included less than 10 

primary studies, the maximum power of included primary studies was greater than the 

power of meta-analysis itself for a true effect of 0.5 and high heterogeneity. Moreover, in 

48% and 84% (for both testing) of the cases with less than 10 primary studies, the average 

statistical power of included primary studies was greater than the meta-analytic power for 

a true effect of 0.2 and medium heterogeneity, being 94% and 100% if the maximum is 

taken instead of the average (see Table 3 and 4 for full results).  
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Figure 2. Boxplots displaying the statistical power of included meta-analyses across the different 

conditions. Black dotted line indicates statistical power of 80% and red dotted line indicates statistical 

power at 50%.  
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Table 1. Percentage of included meta-analyses which showed a statistical power below 80% and below 50% across the different conditions for standard testing.  

 

  Statistical power below 80% Statistical power below 50% 

 k/ 0.2 0.5 0.8 Post-hoc 0.2 0.5 0.8 Post-hoc 

I2= 40.43 All 70% 2% 0%  31% 0% 0%  

<10 100% 10% 0%  81% 0% 0%  

≥10 61% 0% 0%  17% 0% 0%  

I2= 62.61 All 87% 11% 1%  57% 1% 0%  

<10 100% 45% 3%  87% 3% 0%  

≥10 83% 2% 0%  47% 0% 0%  

I2= 79.46 All 91% 31% 4%  83% 6% 0%  

<10 100% 81% 16%  100% 26% 0%  

≥10 89% 17% 0%  78% 1% 0%  

Post-hoc All    29%    19% 

<10    35%    23% 

≥10    27%    18% 
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Table 2. Percentage of included meta-analyses which showed a statistical power below 80% and below 50% across the different conditions for KNHA testing.  

 

  Below 80% Below 50% 

 k/ 0.2 0.5 0.8 Post-hoc 0.2 0.5 0.8 Post-hoc 

I2= 40.43 All 82% 9% 2%  48% 4% 1%  

<10 100% 39% 10%  87% 19% 3%  

≥10 76% 1% 0%  36% 0% 0%  

I2= 62.61 All 89% 18% 4%  65% 5% 1%  

<10 100% 71% 19%  100% 23% 3%  

≥10 86% 4% 0%  55% 0% 0%  

I2= 79.46 All 93% 45% 11%  86% 14% 4%  

<10 100% 87% 45%  100% 58% 19%  

≥10 91% 34% 2%  82% 2% 0%  

Post-hoc All    33%    20% 

<10    48%    26% 

≥10    29%    18% 
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Table 3. Percentage of cases where the average, median or maximum statistical power of primary studies that constitute the meta-analysis was larger than the power of meta-analysis. 

 

  Average Median Max 

 k/ 0.2 0.5 0.8 Post-hoc 0.2 0.5 0.8 Post-hoc 0.2 0.5 0.8 Post-hoc 

I2= 40.43 All 1% 0% 1%  1% 2% 3%  9% 4% 4%  

<10 3% 0% 3%  5% 0% 0%  29% 3% 3%  

≥10 0% 0% 0%  0% 3% 4%  4% 4% 4%  

I2= 62.61 All 12% 0% 0%  11% 3% 3%  62% 6% 4%  

<10 48% 0% 0%  42% 3% 0%  94% 13% 6%  

≥10 2% 0% 0%  3% 3% 4%  53% 4% 4%  

I2= 79.46 All 64% 6% 1%  66% 6% 4%  89% 21% 7%  

<10 94% 26% 3%  94% 26% 6%  100% 65% 19%  

≥10 55% 0% 0%  58% 0% 4%  85% 8% 4%  

Post-hoc All    11%    8%    21% 

<10    16%    16%    39% 

≥10    10%    5%    15% 
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Table 4. Percentage of cases where the average, median or maximum statistical power of primary studies that constitute the meta-analysis was larger than the power of meta-analysis. 

 

  Average Median Max 

 k/ 0.2 0.5 0.8 Post-hoc 0.2 0.5 0.8 Post-hoc  0.2 0.5 0.8 Post-hoc 

I2= 40.43 All 11% 3% 3%  10% 5% 5%  34% 9% 8%  

<10 52% 13% 13%  45% 13% 10%  90% 29% 23%  

≥10 0% 0% 0%  0% 3% 4%  18% 4% 4%  

I2= 62.61 All 31% 4% 3%  28% 6% 6%  70% 15% 9%  

<10 84% 19% 13%  84% 19% 13%  100% 55% 26%  

≥10 16% 0% 0%  12% 3% 4%  61% 4% 4%  

I2= 79.46 All 79% 15% 5%  76% 16% 7%  90% 35% 16%  

<10 100% 61% 23%  97% 65% 19%  100% 84% 58%  

≥10 73% 2% 0%  70% 2% 4%  87% 21% 4%  

Post-hoc All    15%    15%    26% 

<10    26%    26%    52% 

≥10    12%    12%    19% 
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4.4 Discussion 

The main aim of this study was to provide an overview of statistical power of 

random-effects meta-analyses on effectiveness of clinical psychological interventions. 

The statistical power of 141 meta-analyses was computed under various conditions of 

true effect and level of heterogeneity using different approaches. Additionally, we 

compared the statistical power of individual studies that contributed to these meta-

analyses with the statistical power of the meta-analysis itself. Our results show that under 

certain scenarios, meta-analytic statistical testing is underpowered, even showing a lower 

statistical power than the average or maximum statistical power of included primary 

studies.  

Our results revealed a clear impact of heterogeneity and the number of included 

primary studies on the statistical power of meta-analyses. While this pattern is expected, 

our findings show the steepness of this drop in statistical power. For instance, under low-

heterogeneity, only 2% of meta-analyses had less than 80% power for detecting a true 

effect size of 0.5 using standard testing. However, this percentage increased to 11% and 

31% under medium- and high-heterogeneity, respectively. The impact was even more 

pronounced for meta-analyses with less than 10 primary studies, with the percentage 

rising from 10% to 45% and 81%, respectively. Furthermore, in the case of Knapp-

Hartung testing, as we should expect, the statistical power was lower compared to 

standard testing. For instance, almost half of the included meta-analyses with less than 10 

primary studies exhibited a statistical power below 80% for detecting a true effect size of 

0.8 under the high-heterogeneity scenario. This pattern aligns with expectations as the 

Knapp-Hartung test is designed to be more conservative. Simulation studies have shown 

that the type-1 error rate of the adjusted test is closer to the nominal level (Hartung and 

Knapp, 2001; InHout et al., 2014; Röver et al., 2015) compared to the standard test. 

Moreover, it has been advocated as conceptually more appropriate (van Aert and Jackson, 

2019). Consequently, the results obtained from the Knapp-Hartung test can also be 

considered more accurate. 

Basically, statistical power of the random-effects meta-analysis is a function of 

the true effect magnitude, which represents the expected value across studies under the 

random-effects model; the number of studies in the meta-analysis; the sample size of the 

primary studies; and the consistency across the results of included studies. Since the true 
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effect is unknown and the number of included studies is determined by the available 

evidence at the time of conducting the meta-analysis, dealing with consistency becomes 

the most crucial task for a meta-analyst when employing a random-effects model. As our 

results have shown, the consistency across studies has a relevant impact on the statistical 

power of the summary effect test (and relatedly its precision). Furthermore, it also carries 

conceptual implications. Under a random-effects model it is assumed that the true effects 

of included studies are drawn from an underlying distribution from which the estimates 

of the primary studies are a random sample. In the presence of inconsistency across 

studies, conducting tests on the expected value across studies may be conceptually 

meaningless (Higgins et al., 2009), as some characteristics of the included studies are 

likely to vary systematically rather than randomly.  In such situations, a natural step is to 

perform meta-regression analyses by extending the random-effects model to a mixed-

effects model by including fixed covariates that may account for some of the 

inconsistency across effect sizes (Higgins et al., 2021). However, meta-regression tests 

also suffer from a of lack adequate statistical power when the number of included primary 

studies is low (Viechtbauer et al., 2015), requiring even a larger number of primary studies 

to achieve adequate statistical power (Cuijpers et al., 2021).  

At this point, the inevitable question arises: How many studies are required to 

conduct a meta-analysis? In the context of discussing the statistical power of meta-

analysis, Valentine et al. (2010) argued that even under circumstances where meta-

analytic power may be low, any alternative synthesis method would be a worse choice 

than meta-analysis. Therefore, they conclude that the answer to that question is 2 studies. 

We could not agree more, since, as Valentine et al. (2010) argue, “given the need for some 

kind of synthesis, all the available alternatives are worse than meta-analysis, in that they 

are likely to be based on less defensible assumptions and on less transparent processes” 

(p. 239). However, it is important to bear in mind these limitations of random- and mixed- 

effects model, especially under circumstances such as low number of primary studies and 

inconsistency across studies.  

On the other hand, when comparing the statistical power of individual studies to 

the power of meta-analyses, a similar pattern emerged. The percentage of cases where the 

average, median, or maximum statistical power of individual studies exceeded the power 

of the meta-analysis itself increased under the same circumstances where the power of 

the meta-analysis was lower. Furthermore, our study yielded similar results to those found 
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by Jackson and Turner (2017) when calculating the statistical power of 1991 Cochrane 

reviews retrospectively, using the estimated values from the meta-analytic dataset as the 

true values. Ultimately, this type of comparison is more reflective of the trends in 

statistical power of the meta-analysis itself rather than the statistical power of the 

individual primary studies. After all, a primary study, and a meta-analysis answer 

essentially different question (regarding here a meta-analysis as the quantitative stage of 

a research synthesis project). Consequently, there is no scenario in which a primary study 

provides more information than a meta-analysis with respect to a research synthesis 

question. Nonetheless, there are scenarios, as discussed earlier, where certain results of a 

meta-analysis may be inaccurate, or lack sufficient power, such as the estimation of the 

summary effect and its statistical significance. Regardless, this comparison serves as a 

valuable illustration of how meta-analytic power behaves under specific circumstances. 
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Chapter 5  

General conclusions 

Research synthesis projects play an indispensable role in the scientific process as 

they bring order to the vast array of scientific evidence, organizing individual pieces of 

evidence into a coherent body of knowledge on a specific topic. Given this prominent 

role, the results and conclusions of research synthesis projects carry greater relevance and 

impact compared to those of individual studies. Therefore, it is essential to keep an eye 

on the research practices and credibility of research synthesis projects. In this dissertation, 

we delve into various aspects of research practices and the credibility of research 

synthesis projects. The first study (Chapter 2) focused on assessing the prevalence of 

transparency and reproducibility-related reporting practices in research synthesis 

projects. The second study (Chapter 3) focused on reproducibility of meta-analytic results 

reported on these projects. Lastly, the third study (Chapter 4) explored the statistical 

power of meta-analytic synthesis when assuming a random-effects model. All three 

studies were carried out using a random sample of 100 published research synthesis 

projects on effectiveness of clinical psychological interventions.  

In the first study, we comprehensively examined the entire process of a sample of 

research synthesis projects, from literature searching to synthesis methods. This study has 

been discussed in an earlier chapter. To sum up, we found major issues concerning 

completely reproducible search procedures report, specification of the exact method to 

compute effect sizes, or choice of weighting factors and estimators. Additionally, data 

availability was also examined and found a lack of availability of the statistics used to 

compute the effect sizes, as well as a lack of interoperability of available data.  

In the second study, we delved deeper into the issue of data availability in research 

synthesis projects. Specifically, we assessed the reproducibility of the meta-analytic 

results reported in these works. Our findings indicated that current data sharing practices 

significantly hinder the reusability and retrieval of the data collected during a research 

synthesis project. This lack of accessible data emerged as one of the most significant 

threats to the reproducibility of meta-analytic results. 
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Nowadays, the benefits of data sharing are widely acknowledged. These benefits 

extend to all scientific endeavours, including research synthesis projects. However, we 

argue that proper data sharing is even more critical in the context of research synthesis. 

As discussed throughout this dissertation, one of the main aims of a research synthesis 

endeavour is to organize and bring order to a specific research topic. In this regard, the 

data collected through a well-conducted research synthesis project represents a 

comprehensive compilation of all the available evidence on a particular topic at a specific 

moment. Open data sharing of such collections holds tremendous value, as it encompasses 

a wealth of results, characteristics, study designs, and various other critical information 

from all the studies within a specific domain. Making this data openly accessible supports 

the intention to organise a specific area of research. 

Moreover, the results from the third study have shown instances where random-

effects meta-analytic averaging could be underpowered. As discussed in an earlier 

chapter, this does not invalidate the application of meta-analytical methods; however, it 

is essential to consider this aspect. Typically, meta-analytic averaging is extremely useful, 

providing more precise estimates and enabling more powerful statistical testing. 

Nevertheless, under specific circumstances, this type of synthesis may yield less 

informative results. While this highlights a limitation of meta-analytic averaging in some 

scenarios, it does not apply to research synthesis as a whole; rather, it is a specific outcome 

of the latter. In other words, research synthesis should not always aim to obtain an average 

effect as the primary result. Inconsistencies in results and limited evidence available on a 

particular topic are also relevant outcomes of synthesis work that shed light on the 

information available in a specific field, extending beyond the average effect. 

To conclude, the specific conclusions drawn from this dissertation are detailed below: 

• Several stages of published research synthesis projects lack sufficient reported 

information for reproducibility. For instance, completely reproducible search 

strategies were found to be limited in our reviewed papers, and there were also 

many cases where no information was provided on how dependency of coded 

primary data was dealt with. Furthermore, in several cases, crucial details of meta-

analytic synthesis methods were insufficient. The computation formula for effect 

sizes or the estimation method for between-studies variance components was 

often not reported. (Chapter 2). 
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o Completely reproducible search strategies are essential for both 

reproducing a research synthesis project from scratch and assessing the 

comprehensiveness of the synthesis. On the other hand, information on 

how dependency of coded primary results was dealt with, and the specific 

method chosen to compute effect sizes are crucial to be able to reproduce 

the unit of analysis of quantitative synthesis – the effect sizes.  

• Meta-analytic shared data, when available, was typically limited to already 

computed effect sizes instead of primary data coded and used to compute them 

(Chapter 2 and 3).  

o Just sharing primary effect sizes might be problematic, as these outcomes 

result from an analytical process that has demonstrated numerous 

difficulties in reproducibility. These issues stem from factors like the 

aforementioned lack of information on how results were extracted and 

how effect sizes were computed.  

• While there seems to have been an improvement in the availability of meta-

analytic data over the years, frequently, the data accessible must still be extracted 

from document formats rather than being readily available as machine-readable 

files for reuse (Chapter 3). 

o Sharing data through document formats, such as tables or forest plots 

within the paper, hinders the data's reusability. This forces individuals who 

wish to reuse the data to engage in manual recoding, an inefficient and 

error-prone process. The availability of machine-readable data files, 

specifically designed for reuse, significantly enhances reusability. This 

aspect holds particular importance within the realm of research synthesis, 

where organized data is an inherent outcome of the project itself, as 

discussed earlier. The data extracted from a body of literature on a specific 

topic constitutes a valuable repository encompassing all available 

evidence pertinent to that particular subject. 

• Overall, one of the biggest threats to the reproducibility of meta-analysis was 

related to data availability and current data sharing practices in meta-analysis. 

However, even when data retrieval was possible, some discrepancies were found 

in the results of some cases. We identified different issues that hindered our 

reproducibility attempts, such as reporting inconsistencies, lack of some data, or 

transcription errors (Chapter 3). 
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o While it is worth mentioning that discrepancies in the results of these cases 

were generally minor and had minimal or no impact on the conclusions, it 

is important to address these avoidable situations. Some of the issues 

identified could be attributed to typographical errors. Fortunately, there are 

tools available that streamline the creation of what are known as 

reproducible manuscripts. These manuscripts incorporate analysis code, 

data, and result reporting into a single document, extracting and reporting 

results directly from the computational process's output, thereby 

mitigating the need for error-prone manual transcriptions. 

• In specific scenarios, random-effects meta-analytic statistical testing demonstrates 

a lack of statistical power, sometimes even exhibiting lower power than the 

average or maximum statistical power of the included primary studies. These 

situations typically arise in the presence of high heterogeneity and a limited 

number of included primary studies (Chapter 4). 

o While these situations may affect the informativeness of the average 

effect, they do not diminish the intrinsic value of the synthesis effort. The 

characteristics inherent to the literature, which influence the inferential 

power regarding the average effect, stem from the current state of available 

research on a specific topic. Consequently, they represent an outcome of 

the synthesis itself. 

• To summarize, we emphasize the role of research synthesis as an organizer of the 

research space. As discussed in Chapter 1, the demand for research synthesis 

arises within a context of explosive growth in the volume of available evidence, a 

trend that is even more pronounced in today's context. By highlighting this crucial 

dimension, the previously discussed issues become even more pertinent. As 

discussed in Chapter 2, completely reproducible systematic review methods, such 

as search strategies, are essential to rely on the body of evidence retrieved; As 

discussed in Chapter 3, openly sharing data files ready for reuse serves not only 

reproducibility concerns but also stands as a significant outcome of the 

organizational endeavour itself. Lastly, as discussed in Chapter 4, a single average 

result may not invariably be the most pertinent outcome of a research synthesis 

project. 
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Chapter 6  

Resumen 

Introducción general 

El progreso del conocimiento científico se basa en la constante acumulación de 

conocimiento, en el trabajo desarrollado sobre las contribuciones previas. En un contexto 

de constante crecimiento de la cantidad de evidencia científica disponible, los enfoques 

de síntesis de la evidencia se tornan indispensables para alcanzar conclusiones sólidas y 

fiables. Sin embargo, a lo largo de la historia la forma de afrontar esta importante tarea 

ha variado. Desde revisiones narrativas, más subjetivas y no-sistemáticas, hasta enfoques 

sistemáticos, objetivos, transparentes y reproducibles, más acorde con las características 

de un proceso científico.    

En la actualidad, las revisiones sistemáticas con meta-análisis han ganado 

reconocimiento como el gold standard en cuanto a síntesis de la evidencia se refiere. 

Harris M. Cooper y colaboradores a través de distintos trabajos (1982; 2017; 2019 

delimitaron un proceso multietapa bien establecido, proporcionando un marco integral 

para la síntesis de la evidencia como un proceso científico. Este proceso se compone de 

las siguientes etapas: (1) Formulación del problema; (2) Selección de los estudios; (3) 

Extracción de información y evaluación crítica de la literatura; (4) Síntesis de la 

información; (5) Interpretación de los resultados; (6) Presentación y reporte.  

Por otro lado, en la última década, distintas preocupaciones al respecto del proceso 

de producción científica han emergido en lo que ha sido considerado una crisis de 

credibilidad. Algunas contribuciones empíricas y conceptuales han señalado distintos 

problemas en este proceso. Dificultades a la hora de replicar distintos efectos observados 

en evidencia previa y la detección y alta prevalencia de distintas malas prácticas llevadas 

a cabo como p-hacking, HARKing, o sesgo de publicación han desembocado en una 

mayor atención en la investigación del propio proceso científico. En este contexto, se 

genera y desarrolla una disciplina científica centrada en la investigación de la propia 

investigación, conocida como meta-ciencia. Muchas han sido las contribuciones de esta 
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disciplina en los últimos años. Sin embargo, la atención de este campo de investigación 

ha estado mayormente dirigida a la investigación primaria.    

Objetivos 

La presente tesis doctoral analiza empíricamente distintos aspectos relacionados 

con las buenas prácticas y la reproducibilidad de los trabajos de síntesis de la evidencia 

publicados. En primer lugar, se examinan las prácticas de reporte relacionadas con la 

transparencia y la reproducibilidad de las síntesis de investigación. En segundo lugar, 

investiga la reproducibilidad de los resultados reportados en síntesis cuantitativas (meta-

análisis). Por último, evalúa la potencia estadística de los meta-análisis de efectos 

aleatorios. Estas evaluaciones se realizan sobre una muestra aleatoria de síntesis de 

investigación publicadas centradas en la efectividad de intervenciones de psicología 

clínica. 

Una meta-revisión de la transparencia y practicas relacionadas con reproducibilidad 

en meta-análisis sobre intervenciones de psicología clínica  

En este estudio, se evaluó empíricamente la prevalencia de las prácticas de reporte 

relacionadas con la transparencia y la reproducibilidad en meta-análisis sobre psicología 

clínica examinando una muestra aleatoria de 100 meta-análisis. Nuestro propósito fue 

identificar los puntos clave que podrían mejorarse, con el objetivo de proporcionar 

algunas recomendaciones para llevar a cabo meta-análisis reproducibles. Se realizó una 

meta-revisión de los meta-análisis de intervenciones psicológicas publicados entre 2000 

y 2020. Se realizaron búsquedas en las bases de datos PubMed, PsycInfo y Web of 

Science. Se creó un formulario de codificación estructurado para evaluar los indicadores 

de transparencia basándose en estudios previos y en las directrices de meta-análisis 

existentes.  

Reproducibilidad de meta-análisis sobre intervenciones de psicología clínica 

En este estudio se evaluó la reproducibilidad de los resultados reportados de la 

muestra de meta-análisis publicados entre 2000-2020. De esta muestra, se seleccionaron 

217 meta-análisis reportados en las publicaciones. En primer lugar, se intentó recuperar 

los datos originales recuperando un archivo de datos compartidos, recodificando los datos 

a partir de archivos de documentos o solicitándolos a los autores originales. En segundo 
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lugar, mediante proceso multietapa, se intentó reproducir los principales resultados 

reportados de cada uno de los meta-análisis.  

Potencia estadística de los meta-análisis sobre intervenciones de psicología clínica 

Los estudios con poca potencia estadística son omnipresentes en psicología y 

disciplinas afines. El meta-análisis puede ayudar a paliar este problema, aumentando la 

potencia estadística al combinar los resultados de un conjunto de estudios primarios. Sin 

embargo, esto no es necesariamente cierto cuando utilizamos un modelo de efectos 

aleatorios, que es actualmente el enfoque predominante a la hora de realizar meta-análisis. 

En este estudio, examinamos la potencia estadística de una muestra de 141 meta-análisis 

de efectos aleatorios sobre la eficacia de las intervenciones psicológicas clínicas. Además, 

comparamos la potencia estimada de estos meta-análisis con la potencia de los estudios 

individuales que los componían. Para ello, utilizamos diferentes enfoques analíticos y un 

enfoque de Monte Carlo. La potencia estadística de los meta-análisis de efectos aleatorios 

se calculó bajo diferentes escenarios de tamaño del efecto verdadero y nivel de 

heterogeneidad.  

Conclusiones generales 

Los proyectos de síntesis de investigación desempeñan un papel indispensable en 

el proceso científico, ya que ordenan la vasta cantidad de evidencia científica, 

organizando las piezas individuales de evidencia en un cuerpo coherente de conocimiento 

sobre un tema específico. Dado este papel prominente, los resultados y conclusiones de 

los proyectos de síntesis de investigación tienen mayor relevancia e impacto en 

comparación con los estudios individuales. Por lo tanto, es esencial prestar atención a las 

prácticas de investigación y la credibilidad de estos proyectos. En esta tesis, se profundiza 

en varios aspectos de las prácticas de investigación y la credibilidad de los proyectos de 

síntesis. 

El primer estudio (Capítulo 2) se centró en evaluar la prevalencia de prácticas de 

reporte relacionadas con la transparencia y la reproducibilidad en los proyectos de síntesis 

de investigación. El segundo estudio (Capítulo 3) se enfocó en la reproducibilidad de los 

resultados meta-analíticos reportados en estos proyectos. Por último, el tercer estudio 

(Capítulo 4) exploró la potencia estadística de la síntesis meta-analítica al asumir un 

modelo de efectos aleatorios. Los tres estudios se llevaron a cabo utilizando una muestra 
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aleatoria de 100 proyectos de síntesis de investigación publicados sobre la efectividad de 

intervenciones psicológicas clínicas. 

El primer estudio examinó de manera exhaustiva todo el proceso de una muestra 

de proyectos de síntesis de investigación, desde la búsqueda de literatura hasta los 

métodos de síntesis. Se encontraron problemas importantes en cuanto a la 

reproducibilidad de los procedimientos de búsqueda, la especificación del método exacto 

para calcular los tamaños de efecto o la elección de factores de ponderación y 

estimadores. Además, se examinó la disponibilidad de datos y se encontró una falta de 

disponibilidad de los estadísticos utilizados para computar los tamaños de efecto, así 

como una falta de interoperabilidad de los datos disponibles. 

El segundo estudio profundizó en la cuestión de la disponibilidad de datos en los 

proyectos de síntesis de investigación. Específicamente, se evaluó la reproducibilidad de 

los resultados meta-analíticos reportados en estos trabajos. Se encontró que las prácticas 

actuales de compartimiento de datos dificultan significativamente la reutilización y 

recuperación de los datos recopilados durante un proyecto de síntesis de investigación. 

Esta falta de datos accesibles se convirtió en una de las amenazas más significativas para 

la reproducibilidad de los resultados meta-analíticos. 

En la actualidad, se reconoce ampliamente los beneficios del intercambio de datos, 

y estos beneficios se extienden a todos los esfuerzos científicos, incluidos los proyectos 

de síntesis de investigación. Sin embargo, se argumenta que el intercambio adecuado de 

datos es aún más crítico en el contexto de la síntesis de investigación. Como se discutió 

a lo largo de esta tesis, uno de los principales objetivos de un trabajo de síntesis de 

investigación es organizar y ordenar un tema de investigación específico. En este sentido, 

los datos recopilados a través de un proyecto de síntesis de investigación bien realizado 

representan una compilación exhaustiva de toda la evidencia disponible sobre un tema 

específico en un momento dado. Compartir abiertamente estos datos tiene un valor 

altísimo, ya que abarca una gran cantidad de resultados, características, diseños de estudio 

y otra información crítica de todos los estudios dentro de un dominio específico. Hacer 

estos datos disponibles de forma abierta respalda la intención de organizar un área 

específica de investigación. 

Además, los resultados del tercer estudio han mostrado casos en los que el 

promedio meta-analítico de efectos aleatorios podría tener poca potencia estadística. 



125 
 

Como se discutió en un capítulo anterior, esto no invalida la aplicación de métodos meta-

analíticos; sin embargo, es esencial tener en cuenta este aspecto. Por lo general, el 

promedio meta-analítico es extremadamente útil, proporcionando estimaciones más 

precisas y permitiendo pruebas estadísticas más potentes. Sin embargo, bajo 

circunstancias específicas, este tipo de síntesis puede producir resultados menos 

informativos. Aunque esto resalta una limitación del promedio meta-analítico, no se 

aplica a la síntesis de investigación en su conjunto; más bien, es un resultado específico 

de esta. En otras palabras, la síntesis de investigación no siempre debe tener como 

objetivo principal obtener un efecto promedio como resultado. Las inconsistencias en los 

resultados y la evidencia limitada disponible sobre un tema en particular también son 

resultados relevantes del trabajo de síntesis que arrojan luz sobre la información 

disponible en un campo específico, que va más allá del efecto promedio. 

En resumen, las conclusiones específicas extraídas de esta tesis son las siguientes: 

• Varias etapas de proyectos de síntesis de investigación publicados carecen de 

información suficiente para ser reproducidos. Por ejemplo, se encontró que las 

estrategias de búsqueda completamente reproducibles eran limitadas en los 

proyectos revisados, y también hubo muchos casos en los que no se proporcionó 

información sobre cómo se manejó la dependencia de los datos primarios 

codificados. Además, en varios casos, los detalles cruciales de los métodos de 

síntesis meta-analítica fueron insuficientes. 

• Los datos meta-analíticos compartidos, cuando estaban disponibles, eran 

típicamente limitados a tamaños de efecto ya calculados en lugar de datos 

primarios codificados y utilizados para calcularlos. 

• Aunque parece existir una mejora en la disponibilidad de datos meta-analíticos a 

lo largo de los años, con frecuencia, los datos accesibles aún deben extraerse de 

archivos con formato de documento en lugar de estar listos para su reutilización 

como archivos legibles por máquinas. 

• En general, una de las mayores amenazas para la reproducibilidad del meta-

análisis estaba relacionada con la disponibilidad de datos y las prácticas actuales 

de intercambio de datos en el meta-análisis. Sin embargo, incluso cuando era 

posible recuperar los datos, se encontraron algunas discrepancias en los 

resultados. 
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• En situaciones específicas, las pruebas estadísticas meta-analíticas de efectos 

aleatorios muestran una falta de potencia estadística, a veces incluso exhibiendo 

una potencia menor que la potencia promedio o máximo de los estudios primarios 

incluidos. 

• En conclusión, se enfatiza el papel de la síntesis de investigación como 

organizador del espacio de investigación. Los problemas discutidos se vuelven 

aún más pertinentes en este contexto, y se destaca la importancia de la 

transparencia en las prácticas de reporte, el intercambio de datos y la 

consideración de diferentes resultados en lugar de depender únicamente de un 

efecto promedio. 
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Appendices 

Appendix 2A 

Full search strategies and screening process summary 

Supplementary Table 1. Full search strategy for each database 

Database Search strategy 

PubMed (meta-analy*[Title] OR “quantitative 

review“ OR “systematic review”[Title]) 

AND (psychotherap*[Title] OR 

"cognitive behavioral therapy"[Title] OR 

"behavior therapy"[Title] OR "cognitive 

behavioural therapy"[Title] OR 

"behaviour therapy"[Title] OR 

“CBT”[Title] OR "psychological 

treatments"[Title] OR "psychological 

interventions"[Title] OR "psychological 

treatment"[Title] OR "psychological 

intervention"[Title])  

 

 

SCOPUS 

 

 

TITLE(meta-analy* OR “quantitative 

review” OR “systematic review”) AND 

TITLE(psychotherap* OR "cognitive 

behavioral therapy" OR "behavior 

therapy" OR "cognitive behavioural 

therapy" OR "behaviour therapy" OR 

“CBT” OR  "psychological treatments" 

OR "psychological interventions" OR 

"psychological treatment" OR 
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"psychological intervention") AND 

PUBYEAR AFT 2000 

 

 

 

Core collection of Web of Science 

 

 

 

TI=(meta-analy* OR “quantitative 

review” OR “systematic review”) AND 

TI=(psychotherap* OR "cognitive 

behavioral therapy" OR "behavior 

therapy" OR "cognitive behavioural 

therapy" OR "behaviour therapy" OR 

“CBT” OR "psychological treatment" OR 

"psychological intervention" OR 

"psychological treatments" OR 

"psychological interventions")) 

 

 

Search strategy development and previous exploratory searches  

We developed the search strategy through iteration and discussion between authors of 

previous exploratory search outputs. The following terms were added throughout this 

process: 

“systematic review”: We added this term in an attempt to capture some references that 

did not identify themselves in the title as a meta-analysis although they did carry out 

quantitative syntheses or meta-analyses. 

“cognitive behavioral therapy” and “behavior therapy”: We added these terms to cover 

both British and American English spelling versions of “behaviour”. 
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Supplementary Figure 1. Flow chart of the searching, screening, and selection process 

of the studies included in this study.  

 

 

Records identified through 

database searching: 

- PubMed: 1091 
- Web of Science: 1289 
- SCOPUS: 1311 

 

TOTAL: 1358 
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Records screened 

(n = 1534) 

Records excluded: 

- IPD or Network MA: 43 
- Publication year: 39 
- Other languages: 50 
- No MA/Psychological 

intervention MA: 521 
- Conference paper: 118 

-  
 

Full-text articles assessed 

for eligibility 

(n = 763) 

Full-text articles excluded: 

- No family d index: 99 

Studies included: 

(n = 664) 

Records duplicated 

(n = 2157) 
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Considerations regarding the exclusion of 3 MAs from the selected random sample 

From the random sample of 100 MAs selected, 3 studies had to be excluded for the 

following reasons:  

- One of them was in a retracted state at the time of coding (Wang et al., 2019) 

- Two could not be recovered in full text from any of the available sources (Magill 

et al., 2019; Proctor et al., 2018)  

For this reason, three new meta-analyses were selected from the remaining ones not 

previously selected. 

 

 

 

 

 

Supplementary Figure 2. Distribution of publication year for the included meta-analyses 

and for the selected random sample. 
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Appendix 2B 

Kappa values for each item 

Supplementary Table 2. Inter-coder agreement 

Item kappa N 

Item7 1 100 

Item8 0.969 100 

Item9 1 100 

Item10 0.885 100 

Item11 0.927 100 

Item12 1 100 

Item13 1 100 

Item14 1 100 

Item15 0.827 100 

Item16 0.549 100 

Item17 0.892 100 

Item18 0.758 100 

Item19 0.811 100 

Item20 0.682 100 

Item22 1 100 

Item23 0.865 100 

Item24 0.884 100 

Item25 0.958 100 

Item26 0.884 100 

Item27 0.919 100 

Item28 0.794 100 

Item29 0.861 100 

Item30 0.645 100 

Item31 0.96 100 

Item32 0.94 100 

Item33 0.856 100 

Item34 0.907 100 

Item36 0.632 100 

Item37 0.888 94 
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Item38 0.926 100 

Item39 0.863 100 

Item40 0.849 100 

Item41 0.884 100 

Item42 0.95 100 

Item44 0.905 100 

Item49 0.743 100 

Item50 1 100 

Item51 0.748 100 

Item52 0.968 100 

Item53 0.801 100 

Item54 0.951 100 

Item55 0.613 100 

Item57 1 100 

Item58 1 100 

Item59 1 100 

Item60 0.883 100 

Item61 0.941 100 

Item62 0.883 100 
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Appendix 3A 

Inter-coder agreement 

Out of the 25 papers selected to carry out independent double-coding, 21 had primary 

data available for one or more meta-analyses selected under the criteria explained in the 

main manuscript. Some disagreements or coding errors in the primary data were found in 

8 (38%) cases. The intraclass correlation coefficient between the values coded by each 

coder was computed for each of those 21 datasets. The ICC values varied between 0.988 

and 1 (mean = 0.999). Full results of the inter-coder agreement are presented in Table S3. 

Supplementary Table 3. Full results of the inter-coder agreement 

Paper ICC Full agreement  

1 .988 FALSE 

2 1 TRUE 

3 1 FALSE 

4 1 FALSE 

5 1 TRUE 

6 1 TRUE 

7 .997 FALSE 

8 1 TRUE 

9 1 FALSE 

10 1 TRUE 

11 1 TRUE 

12 .999 FALSE 

13 1 TRUE 

14 1 TRUE 

15 1 TRUE 

16 1 TRUE 

17 1 TRUE 

18 1 FALSE 

19 .977 FALSE 

20 1 TRUE 

21 1 TRUE 
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Appendix 3B 

Sensitivity analysis using other possible criteria 

In the first stage, a cut-off point of 5% discrepancy between reported and reproduced 

results was set to screen meta-analyses. In Figure S3 this criterion is compared with other 

possibilities in absolute value. Figure S3 shows that the criterion used is one of the most 

liberal of those compared. Due to our design, the stage where the criterion was applied is 

only an initial screening, so the meta-analyses labelled by this criterion were reviewed at 

later stages in a qualitative way. Therefore, a more liberal criterion (minimizing false 

negatives, but increasing false positives) is more suitable. This criterion has the 

limitations of any relative index, but due to the mix of metrics included, it is also 

considered more appropriate. 

 

Supplementary Figure 3. Barplot displaying the number of meta-analyses labelled as 

numerical error under different criteria. The value used in the original design is 5%, the 

other bars correspond to alternative criteria of the difference in absolute value between 

reported and reproduced result. 
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Appendix 3C 

Data availability over years 

The publication year range of the included meta-analyses in our study is quite extensive. 

The initial pool, from which we randomly selected a sample, comprised meta-analytic 

reports published between 2000 and 2020, encompassing a span of two decades. For our 

analysis, we focused on a random sample of 100 of these meta-analytic reports. From the 

100 included reports, 217 independent meta-analyses were selected following the criteria 

explained in the ‘Identification and selection of articles and meta-analyses’ section of the 

main paper. These meta-analyses were published between 2001 and 2020 (mean = 

2015.04; sd = 4.05; median = 2016; interquartile range = 2012-2016). As an unrestricted 

random sample, the publication year distribution is clearly left-skewed, with 92.2% of the 

included meta-analyses published between 2010 and 2020 (see Figure 2 of the main paper 

for the full distribution).  

As shown in the main text (see Figure 3a), there appears to be an improvement in the rate 

of data availability over the years. The overall data availability rate for the full sample 

was found to be 67%. However, when examining meta-analyses published within specific 

time periods, the rates varied. For meta-analyses published between 2000 and 2010, the 

data availability rate was 41%. For those published between 2011 and 2015, the rate 

increased to 59%. Notably, meta-analyses published between 2016 and 2020 exhibited 

the highest data availability rate of 80%. These findings suggest a positive trend of 

improved data availability in more recent years.  

The association between data availability and publication year was explored by fitting 

binary logistic regression models with publication year as predictor and process-

reproducibility as dependent variable. We quantified the strength of the association by 

calculating odds ratios and 95% confidence intervals based on the profile likelihood. The 

analyses of the main manuscripts were mostly carried out at meta-analysis level. 

However, our dataset has a nested structure with meta-analyses nested within papers, 

which could compromise the assumption of independence of the regression model. 

Hence, we fitted the regression model at both meta-analysis and paper levels. Since we 

selected more than one meta-analysis from some of the papers, in 7 cases primary data 

only could be retrieved for certain of the meta-analyses in that paper, but not for all the 

selected meta-analyses in that paper. To avoid misclassifications, these cases were 
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excluded from the paper-level analyses. Furthermore, as we work on an unrestricted 

random sample, the publication year distribution of the sample is clearly left-skewed. 

Therefore, the information provided by the data at the bottom range of the predictor is 

limited. For this reason, the analyses were complemented by fitting logistic regression 

models on a subset of the data excluding the papers published before 2010. In summary, 

we fitted four binary logistic regression model at both meta-analysis and paper levels and 

using the full dataset or a subset of meta-analyses published after 2010. Despite multiple 

contrasts performed, we did not introduce any corrections for multiple comparisons due 

to the exploratory nature of our analyses. Table S4 summarises the results of the models. 

Based on the results of the four models, there seems to be an association between the 

publication year and the possibility of retrieving primary data from a meta-analysis. We 

found that all 4 ORs computed were > 1, indicating a higher probability of retrieving data 

the more recent the publication year of the meta-analysis. Specifically, the odds increased 

from 11.85% to 34.46% per year. Additionally, in only one of the cases (paper level model 

without excluding cases published before 2010) did the 95%CI of the OR include a value 

< 1.  

Supplementary Table 4. Binary logistic regression models results 

Level Before 

10s 

exclusion 

Slope OR OR LL OR UL p Percentage 

change 

Meta-

analysis 

No 0.155 1.168 1.086 1.262 0.000 16.769 

Paper No 0.112 1.119 0.994 1.260 0.059 11.852 

Meta-

analysis 

Yes 0.296 1.345 1.212 1.503 0.000 34.464 

Paper Yes 0.250 1.284 1.026 1.633 0.032 28.351 
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Appendix 3D 

Qualitative check results 

Supplementary Table 5. Reasons found during qualitative assessment. 

Case Reason 

1 No clear reason was found. Labelled as numerical error due to discrepancy in 

upper confidence limit. This difference (0.029) was considered not relevant. 

2 Inverted signs of results. Can be explained by authors choosing to report 

absolute values in the main text. 

3 Inverted signs of results. Can be explained by authors choosing to report 

absolute values in the main text. 

4 No clear reason was found. Labelled as numerical error due to discrepancy in 

upper confidence limit. This difference (0.017) was considered not relevant. 

5 Reproduced values rounded to two decimal places match with the original 

results (reported rounded to two decimal places). 

6 Original results extracted from a subgroup analysis. Results match using a 

pooled between-studies variance estimation instead of a separate one. 

7 No clear reason was found. Labelled as numerical error due to discrepancy in 

lower confidence limit. This difference (0.023) was considered not relevant. 

8 No clear reason was found. Labelled as numerical error due to discrepancy in 

upper confidence limit. This difference (0.016) was considered not relevant. 

9 Reproduced values rounded to one decimal place match with the original 

results (reported rounded to one decimal place). 

10 Inverted signs of results. Can be explained by authors choosing to report 

absolute values in the main text. 

11 Inverted signs of results. Can be explained by authors choosing to report 

absolute values in the main text. 

12 No clear reason was found. Labelled as numerical error due to discrepancy in 

lower confidence limit. This difference (0.026) was considered not relevant. 

13 No clear reason was found. Labelled as numerical error due to discrepancy in 

upper confidence limit. This difference (0.026) was considered not relevant. 

14 Reproduced values rounded to two decimal places match with the original 

results (reported rounded to two decimal places). 

15 The results match if the sign of the upper confidence interval is reversed. It 

was considered a minor reporting error. 
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