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Abstract

Three-dimensional (3D) electron microscopy (EM) has become a ma-

jor player in structural cell biology as it enables the analysis of sub-

cellular architecture at an unprecedented level of detail.Interpretation

of the resulting 3D volumes strongly depends on segmentation, which

consists in decomposing the volume into their structural components.

The computational approaches proposed so far have not turned out to

be of general applicability. Thus, manual segmentation still remains

a prevalent method. Here, a new computational framework forseg-

mentation of 3D EM datasets is introduced. It relies on detection and

characterization of ridges (i.e. local maxima). The detected ridges are

modelled as asymmetric Gaussian functions whose parameters con-

stitute ridge descriptors. This local information is then used to cluster

the ridges, which leads to the ultimate segmentation. In this work

we focus on membranes and locally planar structures in general. The

performance of the framework is illustrated with its application to a

number of complex 3D datasets and a quantitative analysis.
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1. Introduction

Electron tomography (ET) is an essential technique in structural cell biology

for visualization of the supramolecular organization of the cellular environmentin

situat a resolution of a few nanometres (Lucic et al., 2005). It relies on the acqui-

sition of a set of electron microscope (EM) images from the specimen at different

views, which are subsequently combined to yield the three-dimensional volume

(also known as tomogram) (Fernandez, 2012). Interpretation of the tomogram is

complicated due to a number of factors (Volkmann, 2010; Fernandez, 2012). As a

consequence, there are a number of post-processing stages devoted to tomogram

analysis (e.g. noise reduction). Segmentation is a stage ofutmost importance,

which aims at decomposing the tomogram into its structural components by iden-

tifying the sets of voxels that constitute them. This task isseverely hampered

by the low signal-to-noise ratio (SNR), the inherent biological complexity and

artefacts deriving from the ET imaging conditions. Though numerous automatic

or semi-automatic approaches have been proposed (Volkmann, 2010; Fernandez,

2012), none has stood out as a general applicable method yet. In the last few

years there is a trend towards methods focused on detection of specific features,

such as membranes (Martinez-Sanchez et al., 2011), actin filaments (Rigort et al.,

2012) or microtubules (Weber et al., 2012), but the general acceptance has yet to

be confirmed. Thus, manual segmentation still remains a prevalent method.

Electron tomography is only applicable to relatively thin samples (up to 0.5–

1µm) (Lucic et al., 2005). If pretty thick specimens (severalµm thick) are to be

studied, there exist other very well-known electron microscopy modalities com-

monly used. They rely on serial sectioning (SS) of the sample, where the sections

are imaged after (classical SS) or before (serial blockface) being cut (Harris, 1999;
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Denk and Horstmann, 2004). SS can also be combined with ET (Soto et al., 1994),

which yields better resolution along the electron beam direction. In all these SS

techniques, segmentation is also a central step to facilitate interpretation of the re-

sulting 3D datasets. Manual segmentation is the standard method, though there is

significant progress towards automation (Jain et al., 2010). The methods devised

for ET are also directly applicable to SS as long as the interval between the serial

sections is short enough.

In this work we introduce a new framework for segmentation of3D EM datasets

in structural cell biology. It relies on detection and characterization of ridges (i.e.

local maxima). The local information associated to ridges is extracted and ana-

lyzed to characterize and classify the planar structures, which leads to the seg-

mented tomogram. The local properties of ridges are obtained by fitting a Gaus-

sian model. The resulting feature vectors contain attributes that turn out to be

visually perceptible by humans, which facilitates furthermanual supervision or

annotation. In this work we focus on membranes and structures that at local scale

can be considered planar ridges. Membranes are natural boundaries that encom-

pass compartments within biological specimens. So their detection would involve

a good step towards full segmentation of datasets.

2. Ridge-based segmentation framework

Florack et al.(1992) defined the concept of scale and determined how to use

differential geometry tools (e.g. gradient, curvature) to describe images. They

also introduced the concept of isophote, which allows description of objects as

n-manifolds (also known asn-dimensional manifolds). Edges and ridges can be

described as 1-manifolds (curves in the plane) in images and2-manifolds (sur-

faces in the space) in volumes. Nowadays, these tools are widely used in image
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processing (e.g.Arbelaez et al., 2011). Ridges in particular are very useful in

Computer Vision, for example to detect and analyse tube-like and plane-like fea-

tures (e.g.Sato et al., 2003; Kirbas and Francis, 2004; Bauer et al., 2010).

2.1. 1D ridge analysis

This section shows how ridges can be locally described in a one-dimensional

function or 1D image. In that case, ridges are 0-manifolds (discrete points inR).

This work assumes that the information of interest is represented by positive

curvature structures. Detection of local maxima (i.e. ridges) in a 1D functionf

allows isolation of the setD =
{

xj : j = 1, ...,KD
}

∈ X, with X ∈ R being the

domain of f and wherexj is a 0-manifold. The ridges inD constitute thedetails

of interest. A simple Gaussian-based model can be used to locally describe every

detail (Figs.1 and2). This model is defined asfm : R→ R
+:

fm(x) = o j + sj exp















−
(x− xj)2

2t2
j















(1)

wherexj is the location of a local maximum off , i.e. an element ofD, o j (offset)

represents its intensity level offset,sj is the local significance (sharpness) and the

size is expressed byt j (thickness). The functionfm is a local approximation off .

We must now define what local is for everyxj ∈ D. Let beE j an interval around

xj. The next three premises have been used to establish local sets:

• xj ∈ E j ⇒ xj < Ei, ∀i , j wherei, j ∈ {1, 2, · · · ,KD}

• E j ∩ Ei = Ø,∀i , j wherei, j ∈ {1, 2, · · · ,KD}.

• ⋃KD
1 E j = X−

{

⋃KS
1 Si

}

, whereSi is one of theKS stepregions that are pure

edges, which cannot be approximated byfm and are not considered in this

work.
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At each intervalE j delimited byantidetailsthe function f can be approxi-

mated byfm. In this work the set of antidetails is composed by local minima or

saddle points surrounding ridges (see black arrows in Fig.1). Except for the spe-

cial cases ofj = 1 and j = KD, a detailxj is delimited by the antidetailsxl
j and

xr
j. Consequentlyxj ∈ E j =

[

xl
j , x

r
j

]

. For the special cases ofj = 1 and j = KD,

x1 ∈ E1 =
[

inf {X} , xr
1

]

andxKD ∈ EKD =
[

xl
KD
, sup{X}

]

, where inf{·} and sup{·}

are the infimum and superior of a set, respectively. Using antidetails, the step re-

gions can be isolated as well (Fig.1). A new parameter can then be introduced,

resolution, given byr j = �{E j}, where�{·} is the diameter of a set.

Fig. 2 shows that data on the left and the right of a detail are not necessarily

symmetrical. However, the Gaussian model in Eq. (1) is symmetrical. To acco-

modate this asymmetry, the model is then divided in two partsto end up with the

following piecewise function

fmp =



















fl = fm(xl) ∀xl ∈ [xl
j , xj] = El

j

fr = fm(xr) ∀xr ∈ [xj , xr
j] = Er

j

(2)

for every detailxj. This definition ofE j = El
j ∪ Er

j makes each parameter require

a pair of values (¯o j , s̄j, t̄ j, r̄ j, with ō j = {ol
j, o

r
j}, etc.) that are obtained from the

information inEl
j andEr

j.

Once every detail and its local neighbourhood has been detected, the model pa-

rameters are adjusted to real dataf . Model fitting can be expressed as an overde-

termined non-linear equations system:

arg
ōj ,s̄j ,t̄ j ,r̄ j













min











∑

∀xk∈E j

(

f (xk) − fmp(xk; ō, s̄, t̄, r̄)
)2





















(3)

An optimization algorithm can solve this problem (in particular, Newton-based

methods have been used here) and the result consists of a set of parameter pairs
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ō j, s̄j, t̄ j, r̄ j of fmp that minimises the quadratic error (Figs.1(right), 2). We then

characterize ridges with an eight-dimensional vector composed of the maximum

valuep j = max{pl
j , p

r
j} and the asymmetry (Eq.4) of each parameterp j ∈

{

o j, sj, t j, r j

}

.

ap
j =
|pl

j − pr
j |

|pl
j + pr

j |
(4)

2.2. Extension to three dimensions

For data dimensionsd > 1 (i.e. 2D for images; 3D for tomograms), an ex-

tension of a local maximum can be a ridge described as a (d− 1)-manifold (plane

ridge) (Eberly, 1994) (other types of ridges described by others manifolds are not

considered in this work). As a result, a pointx j ∈ R
d in a ridge (detail) can be

defined by its second order differential structure and the Hessian matrix (Martinez-

Sanchez et al., 2011). In the 3D case in particular, an eigenanalysis of the Hessian

matrix provides three orthogonal eigenvectorsvi and the corresponding eigenval-

uesλi, with i = 1, 2, 3. For planar ridges, the first eigenvectorv1 is the one whose

eigenvalueλ1 exhibits the largest absolute value and points to the direction of the

maximum curvature (second derivative) while the other eigenvalues are null. This

kind of ridges can therefore be characterized just analysing the 3D functionf in

the direction ofv1. It means that for the analysis we are interested in, the function

f : R3 → R
+ can actually be turned into a one-dimensional functionf : R→ R

+

in the neighbourhood of a detailxj. Consequently, the theory developed in the

previous sections can be applied, sof is approximated byfmp, whose parameters

will describe this detail belonging to a 2-manifold inR3 (i.e. a surface in a 3D

space)(seeSuppl. Fig. S1).

These ridges can be identified by means of the detector of locally planar struc-

tures introduced byMartinez-Sanchez et al.(2011), M. This local detector was de-
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fined as the ratio between the squared second-order and squared first-order deriva-

tives, which in brief can be expressed as:

M =



















(|λ1|−
√
λ2λ3)2

|∇ f |2 λ1 < 0

0 otherwise
(5)

where|∇ f | denotes the gradient. In this work, we also include a threshold tM over

M to discard spurious ridges. Specifically, the ridge detector used in this work is

given by:


















(

f (x j) > f (x j − αv1)
)

and
(

f (x j) > f (x j + αv1)
)

M(x j) ≥ tM

(6)

where the first condition (withα being a small number) denotes that only the local

maximum associated to the ridge is to be extracted (Suppl. Fig. S1).

Detection of ridges and the antidetails encompassing the associated local set

is sensitive to noise, so a pre-processing step intended to reduce it is required.

As thoroughly discussed in our previous work (Martinez-Sanchez et al., 2011),

scale-space can allow focusing on structural features at a certain scaleσ whereas

smaller features and noise are filtered or smeared out. Scale-space is achieved

by convolution with a Gaussian function. More aggressive filtering methods are

also applicable, such as those based on nonlinear techniques (Fernandez, 2009) or

anisotropic nonlinear diffusion (Fernandez and Li, 2003). However, even in those

cases scale-space should be applied for a better fit with the Gaussian ridge model

in the previous section.

2.3. Ridge classification and tomogram segmentation

The parameters characterizing the ridges constitute eight-dimensional feature

vectors that can be used for clustering the ridges. In this work, we have used
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several techniques for this. First, thresholding applied to the different parame-

ters turns out to be a simple but effective way to cluster them. The fact that the

ridge parameters correspond to features visually perceptible for humans (e.g. off-

set, thickness, sharpness, resolution) makes them appropriate for interactive user

clustering or for further supervision. Second, these feature vectors are suited for

unsupervised classification methods as well. In particular, here we have tested the

well-known K-means and Self-Organizing Maps (SOMs) (Marslan, 2009), which

are methods commonly used in the field of 3D-EM for different clustering pur-

poses (Frank, 2006). Briefly, SOMs (Marabini and Carazo, 1994; Fernandez and

Carazo, 1996; Kohonen, 2001) are neural networks that are trained by unsuper-

vised learning. Given an input vector, the neurons of the SOMcompete by means

of mutual lateral interactions and only one is thus activated. The winner neuron

and its neighbours are then tuned to the input vector. As the algorithm iteratively

proceeds with all input vectors, the locations of the neuralactivity tend to become

ordered. The trained SOM approximates the probability density function of the

input data. Each neuron of the SOM may be considered as a class, and it contains

a so-called code vector that is the representative of the input data mapped onto

that neuron. However, the fact that the SOM reflects the probability density func-

tion results in the ability to better discriminate among similar input vectors that

occur more frequently. As a consequence, it is common a post-processing stage

consisting of clustering the SOM neurons. The goal is to yield the definite set of

classes that are as different as possible from each other (Fernandez and Carazo,

1996; Yu and Frangakis, 2011).

The clustering partitions the set of ridgesD = {x j} into KC classes or regions

C = {Ck : k = 1, . . . ,KC}. This classification is, however, limited to the discrete

9



set of points making up the 2-manifolds (i.e. surfaces). It is thus necessary to

extend it to the voxels of the tomogram. To this end, a region growing procedure

is applied whereby the ridges are considered initial ’seed’points and neighbour

voxels are progressively added to the regions. In this growing process, every voxel

under consideration is assigned to the region of the nearestridgex j. On the other

hand, those voxels unlikely belonging to locally planar structures are ignored (i.e.

those withM < tM, see Eqs.5 and6). This process can be expressed as:

x j ∈ Ck ⇒ x ∈ Ck ∀x ∈ XM : j = arg min
j
{||x − x j ||}} (7)

with XM = {x ∈ X : M(x) ≥ tM} andX denoting the whole set of voxels of the

tomogram.

Finally, a region merging procedure is applied with the aim of eliminating spu-

rious segmented areas. An analysis based on the size of the segmented regions is

performed first. Then, any region with a volume size lower than a given threshold

tv is merged to the neighbour region that contains more voxels apposed to it. For

illustration purposes,Suppl. Fig. S2shows an example of the region growing and

merging procedures.

The ridge-based framework for 3D segmentation is thus summarized as:

1. Pre-processing: noise reduction and scale-space.

2. Ridge detection according to the local plane detectorM (Eqs.5 and6).

3. Ridge characterization:

• Extraction of the 1D ridge and the associated local set alongthe direc-

tion given by the first eigenvector of the Hessian matrixv1.

• Parameterization based on Gaussian-model fitting: offset, sharpness,

thickness, resolution and their corresponding asymmetries.
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4. Ridge classification.

5. Extension of ridge clusters to tomogram segmentation.

6. Segmentation refinement by region merging.

3. Validation

Validation of segmentation algorithms is a difficult topic in the field mainly be-

cause of the lack of reliable and unquestionable ’ground truths’ (Volkmann, 2010).

For this reason, the quantitative assessment of the algorithm has been based on a

synthetic phantom resembling representative experimental datasets. This allows

us to directly measure the sensitivity, i.e. fraction of true positives (TPF, points

correctly segmented and classified) and the specificity, i.e. true negatives (TNF,

points that have been correctly left out of the segmented objects), as commonly

defined in the field (Garduno et al., 2008; Martinez-Sanchez et al., 2011; Langlois

and Frank, 2011). As complementary metrics, we have also used those previously

proposed for segmentation of relatively thin structures (Martinez-Sanchez et al.,

2011). They were specially focused on analysis of outlined shapes rather than

voxel-based comparisons:

• Centroid: centre of mass.

• Bounding box: WidthandHeightof the smaller rectangular box containing

the shape.

• Axes: Length of theMajor andMinor axesof the ellipse with the same

normalized second central moment as the shape.

These metrics are calculated planewise along the X, Y and Z axes and the final

figures are obtained by weighted averaging, as described previously (Martinez-
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Sanchez et al., 2011).

There are not many existing methods to detect and classify ridge structures. A

recent, related tool (TomoSegMem) for segmentation of membranes (i.e. locally

planar structures) based on differential structure (Martinez-Sanchez et al., 2011)

has also been tested for comparison. That tool manages to detect membranous

structures, but it has limited capabilities to classify anddistinguish them.

4. Results

The ridge-based segmentation framework has been tested on different 3D vol-

umes obtained by electron tomography and serial blockface EM. The datasets

were subjected to anisotropic nonlinear diffusion first (Fernandez and Li, 2005) to

reduce noise, preserve the features of interest and flatten the background. For this,

the software package TomoAND and its capability of automated parameter tuning

were used (Fernandez and Li, 2003, 2005). Afterwards, a scale-space operation

was applied (with scaleσ in the range [1, 3]) in order to ensure good ridge detec-

tion with the Gaussian model fitting. The density in tomograms was normalized

so as to be in the range [0, 1], with high values representing electron dense ob-

jects. The thresholdtM was set in the range [0.2, 0.5] andtv in [500, 1000]. Most

of the datasets tested were taken from the CCDB database (ccdb.ucsd.edu), where

detailed information about the preparation techniques areavailable (mostly using

chemical fixation, high pressure freezing and freeze substitution). For ridge clus-

tering, we used parameter thresholding and also the automated clustering methods

K-means and SOMs with a number of initial clusters in the range 16–20. Similar

results were obtained for the three clustering techniques,and for that reason only

one will be shown in the following illustrative examples.
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With regard to parameter setting, the best results were obtained with values in

the ranges specified in the previous paragraph. The most critical parameter turns

out to beσ, which is used in the scale-space operation. However, it canbe eas-

ily tuned according to the scale (i.e. thickness) of the membranes or structures

that are targeted. The thresholdtM used in the ridge detector also has an impor-

tant influence because it contributes to reduce spurious ridges. It should be set by

trial-and-error, though the range given above is expected to be broadly applicable.

The threshold on the volume sizetv used for region merging strongly depends on

the dataset and the structures under study. However, we found that optimal setting

of this parameter is not crucial, in general. Finally, we also found that the num-

ber of clusters involved in the automated clustering methods is not critical either.

A moderate number of clusters should be used to accomodate the variability of

ridges present in the dataset.

4.1. Segmentation of experimental datasets

The first dataset was an electron tomogram (CCDB, ID: 8154) containing an

axonal mitochondrion in a Schwann cell of the peripheral nerve of adult rat (Perkins

and Ellisman, 2011). Fig. 3 illustrates the different steps of this segmentation

framework on a small piece of the tomogram. Clustering of ridges was performed

by thresholding the ridge parameters (Fig.4), and the actual threshold values are

presented inSuppl. Table S1. Fig. 5 shows the complete segmentation of the to-

mogram, where separation of the different structural components is apparent. The

precise delineation of the fine details in the myelin sheath is particularly remark-

able. This example clearly exhibits the potential of the method, as the components

of this complex tomogram are extracted and labelled (i.e. coloured) with almost

no user intervention (except threshold settings).
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The second dataset was a tomogram focused on another type of neuronal mi-

tochondrion, prepared as those taken from the CCDB. Fig.6 shows a slice of the

tomogram and the resulting segmentation. Ridge classification was also based on

parameter thresholding, as shown in Table1. The interest here was to confirm the

ability of this ridge framework to identify and separate themembranes and cristae

of the mitochondrion. Previous works failed to discriminate perfectly these struc-

tures (Martinez-Sanchez et al., 2011). However, the methodology presented here

succeeds. It is important to note from Fig.6 that the density within the mito-

chondrion is, in general, higher than the surrounding background. Therefore, the

sharpness parameter is key in this segmentation (Table1). Moreover, the asym-

metries (in particular of offset and sharpness) are other important parameters as

well. At the ridges associated to the mitochondrion membranes, these asymme-

tries are high because at one side the background is found whereas at the other

side there is the denser content within the mitochondrion. However, the cristae

are embedded in a relatively homogeneous content (hence, those asymmetries are

not significant). Therefore, it was readily simple to set thevalues for parameter

thresholding.

An electron tomogram of a cerebellar synapse (CCDB, ID: 3684) (Sosinsky

et al., 2008) was then tested. Fig.7 shows the resulting segmentation. In this

particular example, ridge classification was performed using SOMs composed of

20 neurons. A user-guided post-processing stage to clusterthe neurons was then

applied, as usual in the field (Fernandez and Carazo, 1996), to end up with the 5

classes shown in Fig.7. Note how well the pre- and post-synaptic membranes are

extracted out based on the ridge parameters, as highlightedin yellow.

A dataset from adult mouse myocardium imaged by electron tomography was
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also taken from the CCDB (ID: 3603) (Hayashi et al., 2009). It presented com-

plex, densely packed structures that proved to be difficult to be separated even by

manual delineation. The framework introduced here managedto segment the main

structures in the tomogram (Fig.8). Note that myosin fibres are well extracted as

they are considered planes at a local level. This is partially due to one of the well-

known artefacts introduced by electron tomography, which is the blurring along

the beam direction (Fernandez and Li, 2003).

A tomogram of Vaccinia virus was used to test the robustness of the method

on datasets with low SNR and low contrast typically found in the modality known

as electron cryo-tomography (Cyrklaff et al., 2005). The method succeeded in

extracting the membranes of the virion (outer and core’s). As shown in Fig.9, the

difference of the characteristics of those membranes in terms ofasymmetries and

offset and sharpness is apparent, which was key for the segmentation.

The last example of application of this segmentation framework is a serial

blockface EM volume from mouse retina (CCDB, ID: 7742) (Nguyen et al., 2011).

SOMs were used for ridge classification. Twenty neurons wereinitially used,

which were then clustered into seven groups to end up with thestructures actually

segmented (Fig.10). The method succeeds in separating the different major layers

within the retina. As illustrated in the figure, the user-guided post-processing stage

is key to fuse clusters and yield the definite set of seven classes. The need for this

stage arises from the fact that a given structural feature may be composed by

ridges with different parameters (e.g. offset, thickness, etc.), as clearly happened

with the cells at the Inner or at the Outer Nuclear Layer (Fig.10, centre).
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4.2. Validation results

For quantitative assessment, a synthetic phantom resembling the axonal mito-

chondrion in a Schwann cell (see Fig.5) was designed. Six different biological

structures were included: axon membrane, myelin sheath, a vesicle, and an ax-

onal mitochondrion including outer membrane, crista and crista junction (Suppl.

Fig. S3). Scattered blobs intended to resemble macromolecular complexes were

also spread throughout. To simulate noise conditions, Gaussian white noise was

added to produce versions at signal-to-noise ratio (SNR) of1 and 6.

The phantom was subjected to segmentation by TomoSegMem (Martinez-

Sanchez et al., 2011) and by the ridge-based procedure using scale-space with

σ=2. The segmentation results with both methods can be seen inSuppl. Fig. S4.

The results with SNR of 6 and 1 turned out to be very similar, thus showing robust-

ness against noise. The limitation of TomoSegMem to discerndifferent structures

is clearly seen: it can only classify isolated structures bytheir size. Structures

that are connected or that have the same size are thus considered as a whole (for

instance, the mitochondrion: membrane, crista and junction; or axon membrane

and myelin sheath). Another limitation is that it is unable to get rid of spurious

locally planar features apposed to the true membranes (for instance, the inner side

of the vesicle’s membrane). Ridge-based segmentation overcomes these limita-

tions (Suppl. Fig. S4). Ridge clustering by any of the strategies (SOMs, K-means,

parameter thresholding) yielded very similar results.

The phantom represents the ’ground truth’, which allows calculation of the

fraction of true positives (TPF) and true negatives (TNF) based on voxel-based

comparisons. In addition, complementary metrics about shape analysis (Martinez-

Sanchez et al., 2011) were also measured, obtaining values higher than or around
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90%. Suppl. Tables S2–S9contain a detailed report of the quantitative results.

For brevity, only a representative subset of TPF and TNF as well as average shape

values are presented here (Table2). As expected, the results show that, in global

terms, both algorithms (TomoSegMem vs. Ridge-based) behave similarly if just

detection of the structures is considered (i.e. row labelled as Global in Table2),

with high sensitivity (TPF> 91%) and higher specificity (TNF> 98%). How-

ever, ridge-based segmentation stands out by its ability toextract the six different

structures present in the phantom with extremely high specificity. It exhibits high

sensitivity as well, yet it is still susceptible to false positives due to other struc-

tures apposed to the local planes (e.g. at the crista junction, which is a fine detail,

or at the vesicle due to the dense content). The three strategies for ridge clus-

tering yielded similar performance in global terms, as demonstrated bySuppl.

Tables S3–S5,S7–S9. To further study the results with these classification strate-

gies, we computed the centroids of the clusters derived fromSOM and K-means

(Suppl. Tables S10 and S11) and then calculated the Euclidean distance between

them for the six classes (Axon, Myelin, Mem.Mito, Crista, Junction and Vesi-

cle). The distance turned out to be 0.15, 0.16, 0.24, 0.08, 0.39, 0.37, respectively,

which are relatively low values for a maximum of
√

8 in the eight-dimensional

space where the components are normalized to be in [0, 1]. There are two classes

with poorer agreement: Junction (distance of 0.39) and Vesicle (0.37). As dis-

cussed a few lines above, these classes are precisely characterized by a slightly

larger rate of false positives (i.e. poorer TPF). A comparison of the parameter

thresholds with these centroids (Suppl. Tables S10–S12) shows that they all are,

in general, in good agreement. Therefore, the similar behaviour of the different

clustering strategies is confirmed.
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5. Discussion and Conclusion

A new framework for segmentation of 3D EM datasets has been introduced.

The methodology relies on the detection of planar ridges andtheir characterisation

according to asymmetrical Gaussian model fitting. The wealth of local informa-

tion obtained this way is then exploited for ridge clustering and the subsequent ex-

tension to the tomogram. The application to representativecomplex experimental

datasets has clearly shown the good performance of the technique. A quantitative

analysis has also proved its high specificity and sensitivity.

The framework consists of several consecutive stages. The first is the scale-

space representation of the tomogram, which has a two-fold aim. It helps to re-

duce noise and smear out all structures lower than the scale of interest. Secondly,

it ensures that local maxima in the resulting tomogram approach a Gaussian pro-

file. More aggressive noise reduction techniques can be usedbefore scale-space

so as to substantially remove noise, flatten background and preserve and enhance

features of interest. Here we have systematically used anisotropic nonlinear dif-

fusion. However, though in all cases it has been useful, the actual utility of this

previous strong filtering depends on the dataset under consideration. In particu-

lar, for datasets with very low signal-to-noise ratios, noise filtering may turn out

to be an essential pre-processing step, as happens with other segmentation ap-

proaches (Rigort et al., 2012; Rusu et al., 2012).

Extraction of ridge descriptors is then performed based on fitting with a Gaus-

sian function. The ridges are thus characterized by eight-dimensional feature

vectors, which can be used for their unsupervised classification. Here we have

tested several techniques for this clustering, which have provided similar results.

The simplest one is based on parameter thresholding carriedout by the user in a
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straightforward manner. The fact that the ridge descriptors correspond to features

visually perceptible (e.g. offset, thickness, sharpness) makes them appropriate for

this interactive process. Two automatic clustering methods have also been tested:

K-means and Self-Organizing Maps. Though they work nicely in an automated

fashion, we have observed that the user still needs to post-process the classifi-

cation results. In particular, they have to be further clustered so as to yield the

definite classes that actually represent the data. Our future interests include ex-

ploration of other techniques for clustering and dimensionality reduction, which

could facilitate and accelerate the process.

This framework is specially focused on membranes and other structures that,

at a local scale, can be considered planes. Membranes constitute natural bound-

aries of biological compartments, so their extraction and classification facilitate

interpretation of the whole volume. There are, however, some membranes that

may not comply with the Gaussian model used here (e.g. those associated to filled

vesicles would essentially be steps). These should be segmented using a different

approach. On the other hand, in electron tomography the structural features are

blurred along the electron beam direction because of the imaging conditions found

in this discipline. This fact actually turns any structuraldetail into a plane at local

scale. For that reason, this framework may also be helpful for segmentation with

general applicability in that field.
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Figure Legends

Figure 1. Ridge characterization in 1D. (left) Six ridges (A–F) with different

properties that constitute the details of interest in a 1D function. Black arrows

denote antidetails, which represent the boundaries of the local neighbourhood

around each detail of interest. (right) Description of ridges in terms of param-

eters based on a Gaussian model (see main text). Here, only asymmetry as-

sociated to the offset is shown. This description allows classification of ridges

based on offset ({A,B,C,D} and{E,F}), sharpness ({A,E}, {D} and{B,C,F}), thick-

nesss ({A,B,D,E,F} and{C}), offset asymmetry ({A} and{B,D,C,E,F}), resolution

({A,D,E}, {B}, {C}, and{F}) or any other far more complex criterion by combining

parameters.

Figure 2. Sketch of ridge parameters over a zoomed view of ridge A in Fig. 1.

Figure 3. Steps of ridge-based segmentation. (top-left) Slice of theoriginal tomo-

gram of axonal mitochondrion. (top-right) Pre-processed data (contrast inversion,

noise reduction and scale-space). (bottom-left) Classification of detected ridges

based on parameter thresholding (see actual ridge parameters in Fig.4) using the

thresholds inSuppl. Table S1. (bottom-right) Extension of ridge classification to

voxel segmentation (color code as in Fig.5).

Figure 4. Parameters describing the ridges in the tomogram of axonal mitochon-

drion. top-left: offset. top-right: sharpness. bottom-left: thickness. bottom-right:

asymmetry of sharpness. Values are according to the colormap on the right.
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Figure 5. Segmentation of axonal mitochondrion tomogram. (left) Slice of the

original tomogram. The rectangle encloses the data shown inFigs.3and4. (centre

and right) Different views of the segmented tomogram. Visualization at a higher

level of detail of the segmentation result of the enclosed area is available in Figs.3

and4.

Color code: yellow – mitochondrion membrane; pink – mitochondrion cristae;

green – axon membrane and other axoplasmic plane-like structures; violet – myelin

sheath of the Schwann cell; red – Schwann cell’s mitochondrion; light green –

Schwann cell’s membranous structure. In transparency, other sharp axonal struc-

tures (mainly microtubules and neurofilaments).

Figure 6. Neuronal mitochondrion. (left) Slice of the pre-processedtomogram.

(right) Segmentation with the ridge-based framework. Arrows indicate areas where

this framework behaves particularly well and overcomes thefailures and mis-

classification of other membrane segmentation approach (Martinez-Sanchez et al.

(2011), Fig. 9). Dataset courtesy of Dr. G.A. Perkins.

Color code: yellow – mitochondrion membrane; pink – cristae.

Figure 7. Cerebellar synapse. (left) Slice of the pre-processed data. (right) Seg-

mented tomogram with the proposed method using SOMs for ridge classification.

Color code: yellow – pre- and post-synaptic membranes; pink– vesicles; green –

mitochondrion membrane; violet – mitochondrion crista; red – other membranous

structures.
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Figure 8. Mouse myocardium. (top-left) Slice of the pre-processed data. (right)

Segmented tomogram with the proposed method using SOMs for ridge classifica-

tion. (bottom-left) The area dashed in the right panel is shown at a higher level of

detail and overlying the density data.

Color code: violet – Z-bands; pink – myosin fibres; yellow – T-tubules, junctional

sarcoplasmic reticulum and neighbour mitochondria.

Figure 9. Vaccinia virus. (left) Slice of the original cryo-tomogram. (right) Seg-

mentation with the ridge framework using SOM for ridge classification.

Color code: yellow – outer membrane; pink – membrane of the core; transparent

blue – lateral bodies.

Figure 10. Mouse retina serial blockface EM. (left) Slice of the original data.

(centre) Ridge classification (only the area boxed at left panel is presented) as

comes directly from SOM (i.e. 20 classes as shown in different colors and tones)

and after clustering the neurons into 7 groups. (right) 3D view of the segmented

volume with color code: yellow and red – cells at the Inner Nuclear Layer; pink

– cells at the Outer Nuclear Layer; light blue and light green– Outer Plexiform

Layer; dark green – Inner Plexiform Layer; dark blue – Inner segments.
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Figure 1: Ridge characterization in 1D. (left) Six ridges (A–F) with different properties that con-
stitute the details of interest in a 1D function. Black arrows denote antidetails, which represent
the boundaries of the local neighbourhood around each detail of interest. (right) Description of
ridges in terms of parameters based on a Gaussian model (see main text). Here, only asymmetry
associated to the offset is shown. This description allows classification of ridges based on offset
({A,B,C,D} and{E,F}), sharpness ({A,E}, {D} and{B,C,F}), thicknesss ({A,B,D,E,F} and{C}), off-
set asymmetry ({A} and{B,D,C,E,F}), resolution ({A,D,E}, {B}, {C}, and{F}) or any other far more
complex criterion by combining parameters.
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Figure 2: Sketch of ridge parameters over a zoomed view of ridge A in Fig.1.
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Figure 3: Steps of ridge-based segmentation. (top-left) Slice of the original tomogram of ax-
onal mitochondrion. (top-right) Pre-processed data (contrast inversion, noise reduction and scale-
space). (bottom-left) Classification of detected ridges based on parameter thresholding (see actual
ridge parameters in Fig.4) using the thresholds inSuppl. Table S1. (bottom-right) Extension of
ridge classification to voxel segmentation (color code as inFig. 5).
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Figure 4: Parameters describing the ridges in the tomogram of axonal mitochondrion. top-left:
offset. top-right: sharpness. bottom-left: thickness. bottom-right: asymmetry of sharpness. Values
are according to the colormap on the right.
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Figure 5: Segmentation of axonal mitochondrion tomogram. (left) Slice of the original tomogram.
The rectangle encloses the data shown in Figs.3 and4. (centre and right) Different views of the
segmented tomogram. Visualization at a higher level of detail of the segmentation result of the
enclosed area is available in Figs.3 and4.
Color code: yellow – mitochondrion membrane; pink – mitochondrion cristae; green – axon mem-
brane and other axoplasmic plane-like structures; violet –myelin sheath of the Schwann cell; red
– Schwann cell’s mitochondrion; light green – Schwann cell’s membranous structure. In trans-
parency, other sharp axonal structures (mainly microtubules and neurofilaments).

33



Figure 6: Neuronal mitochondrion. (left) Slice of the pre-processed tomogram. (right) Segmen-
tation with the ridge-based framework. Arrows indicate areas where this framework behaves par-
ticularly well and overcomes the failures and misclassification of other membrane segmentation
approach (Martinez-Sanchez et al.(2011), Fig. 9). Dataset courtesy of Dr. G.A. Perkins.
Color code: yellow – mitochondrion membrane; pink – cristae.
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Figure 7: Cerebellar synapse. (left) Slice of the pre-processed data. (right) Segmented tomogram
with the proposed method using SOMs for ridge classification.
Color code: yellow – pre- and post-synaptic membranes; pink– vesicles; green – mitochondrion
membrane; violet – mitochondrion crista; red – other membranous structures.
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Figure 8: Mouse myocardium. (top-left) Slice of the pre-processed data. (right) Segmented to-
mogram with the proposed method using SOMs for ridge classification. (bottom-left) The area
dashed in the right panel is shown at a higher level of detail and overlying the density data.
Color code: violet – Z-bands; pink – myosin fibres; yellow – T-tubules, junctional sarcoplasmic
reticulum and neighbour mitochondria.
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Figure 9: Vaccinia virus. (left) Slice of the original cryo-tomogram. (right) Segmentation with the
ridge framework using SOM for ridge classification.
Color code: yellow – outer membrane; pink – membrane of the core; transparent blue – lateral
bodies.
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Figure 10: Mouse retina serial blockface EM. (left) Slice ofthe original data. (centre) Ridge
classification (only the area boxed at left panel is presented) as comes directly from SOM (i.e.
20 classes as shown in different colors and tones) and after clustering the neurons into 7 groups.
(right) 3D view of the segmented volume with color code: yellow and red – cells at the Inner
Nuclear Layer; pink – cells at the Outer Nuclear Layer; lightblue and light green – Outer Plexiform
Layer; dark green – Inner Plexiform Layer; dark blue – Inner segments.
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Table 1: Parameter thresholding for segmentation in Fig.6. 1

Class o ao s as t at r ar

1 ↑ .4 ↑ .15 ↑ .2 ↑ .2 − − ↑ 30 −
2 ↑ .4 − ↓ .2 ↓ .2 ↑ 2 − ↓ 20 ↓ .3

1 The eight ridge parameters represent offset (o), sharpness (s),
thickness (t), resolution (r) and their corresponding assymetries
(ao, as, at, ar).
Class 1 and 2 represent membranes and cristae, respectively. The
values indicate the actual thresholds used for the segmentation. ’↑’
indicates upthresholding (higher than), ’↓’ downthresholding (lower
than) and ’−’ no thresholding applied for this parameter.
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Table 2: Quantitative analysis based on phantom (%).2

SNR=1 SNR=6
Class TPF TNF Shape TPF TNF Shape

TomoSegMem
Myelin 95.54 99.85 99.13 97.50 99.99 99.27
Mito. 85.03 98.93 96.87 86.79 99.78 98.79

Vesicle 71.28 99.46 93.80 70.68 99.44 94.04
Global 91.33 98.01 97.15 93.12 99.09 98.16

Ridge-based Segmentation
Axon 90.32 99.97 98.36 88.09 99.98 98.38

Myelin 97.99 99.71 98.56 98.45 99.75 98.77
Mem.Mito. 85.69 99.76 98.82 85.61 99.79 98.84

Crista 96.81 99.61 96.01 96.61 99.62 96.55
Junction 43.98 99.99 95.36 74.20 99.99 94.92
Vesicle 67.59 99.69 97.00 67.45 99.75 96.72
Global 92.76 98.65 98.26 92.87 98.77 98.46

2 Global denotes that all segmented structures are treated asa whole, i.e. belonging to
only one class.

Shapedenotes the average value of the five metrics used for the shape analysis (bound-
ing box, centroid and axes).

The results shown for the ridge-based segmentation were obtained using SOMs for
classification. The results with other classification methods turned out to be similar
(seeSuppl. Tables S2–S9)
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