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Resumen

Cuando Bernard Riemann introdujo la geometría diferencial en 1854 [2], permitiendo por
primera vez la investigación sistemática de espacios no euclidianos, anticipó en su disertación
inaugural la posibilidad de generalizar aún más la métrica que definía, a partir de productos
interiores en los espacios tangentes a la variedad diferenciable. No fue hasta 1918 cuando esa
generalización se concretó con la tesis de Paul Finsler [5] que extendió varios teoremas de
geometría diferencial al contexto de métricas definidas a partir de una norma en cada espa-
cio tangente. Posteriormente, Ludwig Berwald definió el tensor curvatura de una variedad de
Finsler utilizando una conexión que desafortunadamente no preserva la métrica [17]. Preocu-
pado por esta falta de elegancia, Elie Cartan presentó en 1933 una conexión que sí preservaba
la métrica [6]. Sin embargo, la geometría de Finsler no fue tan estudiada como la geometría
riemanniana debido en parte a la dificultad de realizar cálculos en ese caso más general.
Cuando Albert Einstein sugirió en 1905 la teoría de la relatividad especial [3], ofreció otra
motivación física para la forma bilineal que reemplaza el producto interior del espacio eu-
clidiano en el espacio-tiempo de Minkowski. Esa relajación de la condición de la métrica
riemanniana de ser definida positiva para ser tan solo no degenerada, dio lugar a la geometría
pseudo-riemanniana que se empleó para enunciar la teoría de la relatividad general. Esa rel-
evancia física de la geometría pseudo-riemanniana frente a la geometría pseudo-Finsler fue
seguramente otra de las razones por las que hubo un interés desproporcionado por la primera
sobre la segunda.

Sin embargo, Gunnar Randers introdujo en 1941 [9] en el contexto de la teoría de la relativi-
dad general un caso sencillo de la métrica de Finsler: la suma de una métrica riemanniana
con una 1-forma. Estas métricas bastante simples fueron investigadas esporádicamente hasta
que Shiing-Shen Chern hizo revivir la geometría de Finsler reintroduciendo en 1992 [18] las
nociones sobre las que Chern ya había escrito con anterioridad en 1943 [10] (see also [11])
con el formalismo moderno que utilizamos hoy en día. Propuso una conexión libre de torsión
que preserva la métrica, de la manera más análoga posible a la conexión de Levi-Civita de
una variedad pseudo-riemanniana. A pesar de ese renacimiento de la geometría de Finsler, la
extensión de los resultados al caso no degenerado sigue teniendo mucho retraso comparado
a la geometría pseudo-riemanniana utilizada para la teoría de la relatividad general.

Confrontados con la irreconciliabilidad de la teoría de la relatividad general con la descrip-
ción del mundo natural a escala cuántica, así como con las lagunas que esa teoría presenta,
notablemente en lo que concierne al interior de los agujeros negros o a los primeros instantes
del cosmos, se requerirá irremediablemente, tarde o temprano, una extensión a una nueva
teoría de la gravitación. Cabe suponer que tal extensión se fundamente en una geometría
pseudo-Finsler, la extensión más natural y conceptualmente más económica de la geometría
pseudo-riemanniana utilizada en la teoría actual. En el contexto de determinar las ecuaciones
de campo de Einstein y sus soluciones, es imprescindible disponer de la mayor clase posible
de ejemplos de variedades de pseudo-Finsler. Las ecuaciones de Gauss y Codazzi permiten
calcular el tensor curvatura de cualquier subvariedad no degenerada, y así investigar sobre
una gran colección de variedades nuevas generadas a partir de variedades ambiente conoci-
das. Las ecuaciones fundamentales de una sumersión se ocupan de la configuración dual de
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una aplicación diferenciable cuya diferencial es sobreyectiva, en vez de la inyectividad de
la inclusión de una subvariedad como subconjunto de la variedad ambiente, y constituyen
también una rica fuente de resultados sobre relaciones entre variedades de pseudo-Finsler.
Aunque las ecuaciones de Gauss y Codazzi de una subvariedad de Finsler se investigaron
tan pronto como 1936 [8], desde que Barrett O’Neill introduce las ecuaciones fundamentales
de una sumersión riemanniana en 1966 [14], aún no parece haber ninguna generalización a
ecuaciones fundamentales de una sumersión en geometría de Finsler en toda su generalidad
(véase [32] y [47] para el caso de la curvatura bandera). Esta tesis doctoral tiene por propósito
llenar ese vacío y contribuir así al conocimiento de las variedades pseudo-Finsler.

Las métricas de Finsler definen un funcional de Minkowski en cada espacio tangente, y una
norma en el caso definido positivo. Se caracterizan por su tensor fundamental no degenerado
(Ecuación (1.16) de la Definición 1.2.1), que define una forma bilineal, es decir un producto
interior en el caso definido positivo, para cada elección de un vector del espacio tangente.
El vector en el que se evalúa el tensor fundamental como una forma bilineal se llama in-
formalmente la variable anisotrópica. En el caso pseudo-riemanniano, esa forma bilineal es
constante en esa variable y define la métrica pseudo-riemanniana no degenerada. El ejem-
plo más sencillo de una métrica de Finsler es la métrica de Randers, a saber, la suma de
una métrica riemanniana definida positiva con una 1-forma. En este caso, la indicatriz de la
métrica es la traslación a lo largo de un campo de la indicatriz de una métrica riemanniana
(véase la Sección 1.2.2), cuyo par es denominado datos de Zermelo en referencia al problema
navegacional de encontrar el camino que minimiza el tiempo recorrido entre dos puntos en
presencia de una corriente o de un viento. Los cálculos más sencillos tienen lugar con la
métrica de Randers, y la generalización a cualquier métrica pseudo-Finsler complica nece-
sariamente la computación, si no la imposibilita. El cálculo tensorial anisotrópico se efectúa
más adecuadamente con respecto a la conexión de Chern (Definición 1.3.10), una conexión
libre de torsión que preserva la métrica. Se trata de la conexión más análoga a la conexión
de Levi-Civita del caso pseudo-riemanniano. Muchos cálculos clásicos se pueden mimetizar
con un término adicional, el tensor de Cartan (Definición 1.2.6), cuando se deriva el tensor
fundamental de la métrica (Ecuación (1.38) de la Sección 1.3.2). Se obtiene con facilidad
una fórmula análoga a la fórmula de Koszul (Teorema 1.3.8), que por la propiedad del tensor
de Cartan (Proposición 1.2.7) se simplifica al evaluarse en vectores idénticos a la variable
anisotrópica en la que se evalúa el tensor fundamental, y así verifica la unicidad de la conex-
ión de Chern. El mismo procedimiento permite mitigar la dificultad que presenta el estudio
de las subvariedades pseudo-Finsler, para las que la conexión inducida por la conexión de
Chern de la variedad ambiente no coincide con la conexión de Chern intrínseca a la subvar-
iedad. El tensor diferencia bQ entre la conexión inducida y la conexión intrínseca (Definición
2.1.9, véase también la Definición 3.1.24 para su generalización), se puede expresar en tér-
minos del tensor de Cartan cuya propiedad permite simplificar la evaluación de ese tensor
en un vector idéntico a la variable anisotrópica (Lema 2.1.11). Estas simplificaciones son
claves para relacionar la curvatura bandera de la variedad ambiente con la curvatura bandera
de la subvariedad (Corolario 2.2.5), ya que el tensor curvatura de la conexión inducida por
la conexión de Chern de la variedad ambiente difiere del tensor curvatura de la conexión de
Chern intrínseca a la subvariedad por términos en bQ en los que dos de los cuatro vectores en
los que se evalúa la expresión total coinciden con la variable anisotrópica. Como paso inter-
medio a la relación entre las curvaturas bandera (Corolario 2.2.5), las ecuaciones de Gauss y
Codazzi se obtienen en el contexto pseudo-Finsler sin poder hacer uso de estas propiedades
de simplificación, resultando en largas expresiones que difieren de las ecuaciones de Gauss y
Codazzi de una subvariedad pseudo-riemanniana por muchos términos más con dependencia
en bQ y en la derivada vertical de la conexión de Chern (véase el Teorema 2.2.4). Incluso en
las variedades de Randers, los cálculos necesarios para expresar la curvatura bandera de una
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subvariedad son un verdadero desafío. Los términos adicionales, dependientes del campo
vectorial que representa el viento en los datos de Zermelo y que se cancelarían en el caso
riemanniano, forman una expresión homogénea únicamente en la variable anisotrópica y con
factores extremadamente sofisticados cuando se comparan a la definición sencilla de una
métrica de Randers en términos de los datos de Zermelo. El capítulo 2 concluye con esta
expresión de la curvatura bandera de una subvariedad de un espacio de Randers-Minkowski
en función de los datos de Zermelo de su métrica de Randers y de la curvatura seccional con
respecto a su métrica riemanniana (Teorema 2.3.5). En el caso de las hipersuperficies de un
espacio de Randers-Minkowski, se obtiene una relación algo más simplificada de la que se
deduce inmediatamente que las hipersuperficies llanas con respecto a la métrica riemanniana
de los datos de Zermelo son hipersuperficies de curvatura bandera escalar con respecto a la
métrica de Randers (Corolario 2.3.8).

En el capítulo siguiente, estudiamos la noción dual a las subvariedades: las sumersiones
pseudo-Finsler, que preservan la métrica de los vectores horizontales (en el sentido de la
Definición 3.1.1) y cuyas fibras son no-degeneradas (Definición 3.0.5). El objeto del capítulo
es derivar en el caso pseudo-Finsler las ecuaciones fundamentales de una sumersión (Ecua-
ciones {0} a {4}), que completan las ecuaciones de Gauss y Codazzi (Ecuaciones {0} y {1}),
válidas para las fibras de la sumersión en calidad de subvariedades. La primera dificultad con
la que nos encontramos es la identificación del tensor fundamental g de la variedad ambiente
con el tensor fundamental g̃ de la variedad de base de la sumersión (Proposición 3.1.6), que
en principio sólo se consigue probar cuando se evalúa en una variable anisotrópica v horizon-
tal en el sentido anisotrópico, y para un vector horizontal, es decir ortogonal a los vectores
tangentes a la fibra de la sumersión, con respecto a la forma bilineal gv. Se definen los ten-
sores de O’Neill T y A (Definición 3.1.18), que generalizan la segunda forma fundamental
de una subvariedad, de manera análoga a [14]. Para ello, se generalizan los operadores > y
? de tomar la parte tangente y ortogonal a las fibras con respecto a gv con una dependencia
en la variable anisotrópica, lo cual significa que estos operadores producen a partir de un
campo vectorial, un campo vectorial anisotrópico que depende de esa variable anisotrópica.
Es importante destacar que para la definición rigurosa de los tensores de O’Neill se requiere
que el espacio vertical sea no-degenerado con respecto a gv para cada v en el dominio de la
métrica de pseudo-Finsler, lo cual se puede garantizar restringiendo ese dominio con la con-
secuencia de que pueda no ser necesariamente conexo. Los objetos anisotrópicos, ya sean
funciones, campos vectoriales o tensores, se pueden evaluar localmente en una extensión ad-
misible V del valor v de la variable anisotrópica en un punto, para ser así manipulados en
términos de objetos clásicos. Se definen entonces los tensores T y A de O’Neill como ten-
sores anisotrópicos, consiguiendo generalizar muchas de las propiedades de estos tensores a
propiedades similares en el caso pseudo-Finsler. Se destacan dos diferencias principales que
complican los cálculos a la hora de obtener las ecuaciones fundamentales de una sumersión:
en primer lugar, la parte gv-horizontal de la derivada covariante con respecto a la conexión de
Chern de un campo vectorial localmente gV -horizontal para una extensión localmente admis-
ible V de v, difiere de los tensores de O’Neill por un término dependiente del tensor de Cartan
que es cero en el caso pseudo-riemanniano (Lema 3.1.20); y en segundo lugar, para una ex-
tensión horizontal y proyectable V , la parte gv-horizontal de la derivada covariante a lo largo
de un vector gv-horizontal de un campo vectorial proyectable gV -horizontal no coincide con
el levantamiento gv-horizontal de la derivada covariante con respecto a la conexión de Chern
de la variedad de base de la proyección en esa base de los mismos vectores y campo vectorial.
En otras palabras, aparece otro tensor eQ (Definición 3.1.26) que también se puede expresar
en términos del tensor de Cartan y que relaciona entonces estos objetos de la misma manera
que el tensor bQ relaciona la parte tangente a las fibras de la derivada covariante de campos
vectoriales verticales, con la derivada covariante de estos mismos con respecto a la conexión
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de Chern intrínseca a estas fibras. Estos tensores eQ y bQ permiten relacionar el tensor cur-
vatura intrínseco a las fibras de la sumersión con un tensor curvatura R> tangente a ellas que
generaliza el tensor curvatura de la conexión inducida por la conexión de Chern ambiente,
para ser evaluado en vectores no necesariamente tangentes, y relacionar el tensor curvatura
eR de la variedad de base de la sumersión con un tensor curvatura R? definido por analogía a
este tensor curvatura tangente intercambiando los operadores anisotrópicos de tomar la parte
tangente > y la parte horizontal ? con respecto a la variable anisotrópica (Definición 3.2.2).
Las ecuaciones fundamentales se generalizan con estos tensores curvatura R> y R? para ser
evaluadas en valores de la variable anisotrópica no necesariamente tangentes u ortogonales a
las fibras (Ecuación (3.83) y Corolario 3.2.11). De la misma manera que con las ecuaciones
de Gauss y Codazzi, dos de las cinco ecuaciones fundamentales pueden modificarse para ex-
presar el tensor curvatura R de la conexión de Chern de la variedad ambiente en función de los
tensores curvatura bR y eR de las fibras y de la variedad de base, cuando la variable anisotrópica
es tangente u ortogonal a las fibras respectivamente (Teorema 3.2.12). Al margen de los tér-
minos en eQ, bQ y en el tensor de Cartan, similares a los que aparecen en las ecuaciones de
Gauss y Codazzi, la mayor diferencia con las ecuaciones clásicas de O’Neill es la ausencia
de una fórmula cíclica que permita recombinar los términos que sólo son productos de ten-
sores de O’Neill y sus derivadas covariantes. Esas ecuaciones fundamentales tienen como
consecuencia inmediata una relación muy sencilla entre la curvatura bandera de la variedad
ambiente y la curvatura bandera de la variedad de base, otra vez debido a las propiedades
del tensor de Cartan que simplifica mucho las expresiones evaluadas en vectores idénticos
a la variable anisotrópica. En el caso definido positivo, todo aquello permite establecer una
desigualdad entre la curvatura bandera de la variedad ambiente y la curvatura bandera de la
variedad de base de la sumersión (Teorema 3.2.17). Se concluye el capítulo con considera-
ciones sobre sumersiones cuyas fibras son totalmente geodésicas, lo cual quiere decir que
las curvas que son geodésicas intrínsecas a las fibras también son geodésicas de la variedad
ambiente. Gracias a la destacable y sencilla relación entre las geodésicas de la variedad de
base y las geodésicas horizontales de la variedad ambiente, que coinciden exactamente con
los levantamientos horizontales de las geodésicas de la variedad de base, cada arco geodésico
de la variedad de base induce un difeomorfismo entre las fibras de cada uno de sus puntos.
En el caso definido positivo, bajo ciertas condiciones de regularidad, estos difeomorfismos
son isometrías si y solo si las fibras de la sumersión son totalmente geodésicas (Proposición
3.3.4). Por último, probamos que bajo estas condiciones de regularidad, si las fibras de una
sumersión de Finsler son totalmente geodésicas, entonces esa sumersión es la proyección de
un fibrado asociado con un fibrado principal cuyo grupo de estructura es el grupo de Lie de
isometrías de la fibra (Teorema 3.3.6).
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Summary

When Bernard Riemann introduced differential geometry in 1854 [2], allowing for the first
time the systematic study of non-Euclidean spaces, he anticipated in his inaugural lecture
the possibility of generalising even more the metric he defined from inner products in the
tangent spaces of the differentiable manifold. It was not until 1918 when this generalisation
materialised with the doctoral thesis of Paul Finsler [5] who extended various theorems of
differential geometry to the context of metrics defined from norms in the tangent spaces.
Later, Ludwig Berwald defined the curvature tensor of a Finsler manifold using a connec-
tion that unfortunately does not preserve the metric [17]. Concerned by that lack of ele-
gance, Elie Cartan presented in 1933 a connection that did preserve the metric [6]. However,
Finsler geoemtry was not as thoroughly studied as Riemannian geometry, in part due to the
difficulty of performing calculations in the more general setting. When Albert Einstein sug-
gested in 1905 the theory of special relativity [3], he provided another physical motivation
for the bilinear form which replaces the inner product of Euclidean space in the Minkowski
space-time. The weakening of the positive definiteness condition of Riemannian metrics to
a non-degeneracy condition gave rise to pseudo-Riemannian geometry, which was used to
enunciate the theory of general relativity. This physical relevance of pseudo-Riemannian ge-
ometry over pseudo-Finsler geometry was certainly another reason for which there has been
a disproportionate interest for the first one over the second.

Nevertheless, Gunnar Randers introduced in 1941 [9] in the context of the theory of general
relativity a simple case of Finsler metrics: the sum of a Riemannian metric and a 1-form. This
fairly simple metric was sporadically studied until Shiing-Shen Chern revived Finsler geom-
etry by reintroducing in 1992 [18] the notions he had previously investigated in 1943 [10]
and 1948 [11], with the modern formalism we still use nowadays. He proposed a torsion-
free connection which preserves the metric, in the most analogous way to the Levi-Civita
connection of a pseudo-Riemannian manifold. Despite of this renaissance of Finsler geom-
etry, the extension of the results to the non-degenerate case is still far behind the results of
pseudo-Riemannian geometry used in general relativity theory.

Confronted with the irreconcilability of general relativity theory with the description of the
natural world at the quantum scale, as well as with the degeneracies of this theory, notably
with regards to the interior of black holes or the first instants of the cosmos, sooner or later,
an extension of a new theory of gravitation will irremediably be required. It is reasonable
to assume that such an extension would be based in pseudo-Finsler geometry, the most nat-
ural and conceptually sparing extension of pseudo-Riemannian geometry used in the current
theory. In the context of the search for the Einstein field equations and their solutions, it is
indispensable to dispose of the greatest possible class of examples of pseudo-Finsler man-
ifolds. The Gauss and Codazzi equations enable the computation of the curvature tensor
of any non-degenerate submanifold, and thus studying a large collection of new manifolds
generated from known ambient manifolds. The fundamental equations of a submersion deal
with the dual configuration of a differentiable map whose differential is surjective, instead of
the injectivity of the inclusion of a submanifold as a subset of the ambient manifold, and also
constitute a rich source of results on relations between pseudo-Finsler manifolds. Though the
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Gauss and Codazzi equations of a Finsler submersion were studied as early as 1936 [8], since
Barrett O’Neill introduced the fundamental equations of a Riemannian submersion in 1966
[14], there does not appear to have been any generalisation to the fundamental equations of
a Finsler submersion in all its generality (see [32] and [47] for a treatment of the case of flag
curvature). This doctoral thesis has as prime purpose to fill this gap and contribute to the
understanding of pseudo-Finsler manifolds.

Finsler metrics define a Minkowski functional in each tangent space, and a norm in the posi-
tive definite case. They are characterised by their non-degenerate fundamental tensor (Equa-
tion (1.16) of Definition 1.2.1), which defines a bilinear form, that is to say, an inner product
in the positive definite case, for each choice of a vector in the tangent space. That vec-
tor in which the fundamental tensor is evaluated as a bilinear form is informally called the
anisotropic variable. In the pseudo-Riemannian case, that bilinear form is constant in the
anisotropic variable and defines the non-degenerate pseudo-Riemannian metric. The sim-
plest example of a Finsler metric is that of Randers metrics, that is, the sum of a positive
definite Riemannian metric and a 1-form. In this case, the indicatrix of the metric is the
translation along a vector field of the indicatrix of a Riemannian metric (see Section 1.2.2),
whose pair is referred to as the Zermelo data, in reference to the navigational problem of
finding the path that minimises the time of travel between two points in the presence of a cur-
rent or wind. The simplest calculations occur with Randers metrics, and the generalisation
to arbitrary pseudo-Finsler metrics necessarily complicates the computations, when it does
not impede them altogether. Anisotropic tensor calculus is best performed with respect to
the Chern connection (Definition 1.3.10), a torsion-free connection that preserves the metric.
It is the most analogous connection to the Levi-Civita connection of the pseudo-Riemannian
case. Many classical computations can be mimicked with an additional term, the Cartan
tensor (Definition 1.2.6), when differentiating the fundamental tensor of the metric (Equa-
tion (1.38) of Section 1.3.2). A formula analogous to the Koszul formula is easily obtained
(Theorem 1.3.8), which by property of the Cartan tensor (Proposition 1.2.7) simplifies when
evaluated in vectors that are identical to the anisotropic variable in which the fundamental
tensor is evaluated, and thus verifies the uniqueness of the Chern connection. The same
process mitigates the difficulty of studying pseudo-Finsler submanifolds, for which the con-
nection induced by the Chern connection of the ambient manifold does not coincide with the
Chern connection intrinsic to the submanifold. The difference tensor bQ between the induced
connection and the intrinsic connection (Definition 2.1.9, see also Definition 3.1.24 for its
generalisation) can be expressed in terms of the Cartan tensor whose property allows the
simplification of the evaluation of that tensor in a vector identical to the anistropic variable
(Lemma 2.1.11). These simplifications are key to relate the flag curvature of the ambient
manifold with the flag curvature of the submanifold (Corollary 2.2.5), since the curvature
tensor of the connection induced by the Chern connection of the ambient manifold differs
from the curvature tensor of the Chern connection intrinsic to the submanifold by terms in bQ
in which two of the four vectors in which the total expression is evaluated coincide with the
anisotropic variable. As an intermediate step to the relating of the flag curvatures (Corollary
2.2.5), the Gauss and Codazzi equations are obtained in the pseudo-Finsler setting without
the help of these simplifying properties, resulting in long expressions that differ from the
Gauss and Codazzi equations of a pseudo-Riemannian submanifolds by many more terms
which depend on bQ and on the vertical derivative of the Chern connection (see Theorem
2.2.4). Even in Randers manifolds, the calculations needed to express the flag curvature of
a submanifold are truly challenging. The additional terms, with a dependence on the vector
field that represents the wind in the Zermelo data and that would vanish in the Riemannian
case, form an expression homogeneous only in the anisotropic variable and with extremely
sophisticated factors when compared to the simple definition of a Randers metric in terms
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of its Zermelo data. Chapter 2 concludes with this expression of the flag curvature of a sub-
manifold in a Randers-Minkowski space in terms of the Zermelo data of its Randers metric
and the sectional curvature with respect to its Riemannian metric (Theorem 2.3.5). In the
case of hypersurfaces of a Randers-Minkowski space, a more simplified relation is obtained
from which to deduce immediately that hypersurfaces that are flat with respect to the Rie-
mannian metric of the Zermelo data are hypersurfaces of scalar flag curvature with respect to
the Randers metric (Corollary 2.3.8).

In the next chapter, we study the notion dual to submanifolds: the pseudo-Finsler submer-
sions, which preserve the metric of horizontal vectors (in the sense of Definition 3.1.1) and
whose fibres are non-degenerate (Definition 3.0.5). The objective of the chapter is to de-
rive in the pseudo-Finsler case the fundamental equations of a submersion (Equations {0}
to {4}), which complete the Gauss and Codazzi equations (Equations {0} and {1}) valid
for the fibres of the submersion as submanifolds. The first difficulty we encounter is that of
identifying the fundamental tensor g of the ambient manifold with the fundamental tensor g̃
of the base manifold of the submersion (Proposition 3.1.6), which in principle can only be
proved when evaluated in an anisotropic variable v horizontal in the anisotropic sense, and
for a horizontal vector, that is to say orthogonal to the vectors that are tangent to the sub-
mersion fibre, with respect to the bilinear form gv. The O’Neill tensors T and A are defined
(Definition 3.1.18), which generalise the second fundamental form of a submanifold, analo-
gously to [14]. To this end, the operators > and ? of taking the parts tangent and orthogonal
to the submersion fibres are defined with respect to gv with a dependence in the anisotropic
variable v, which means that these operators produce from a vector field an anisotropic vector
field that depends on this anisotropic variable. It is important to note that in order to define
the O’Neill tensors rigorously the vertical space must be non-degenerate with respect to gv
for each v in the domain of definition of the pseudo-Finsler metric, which can be guaran-
teed up to a restriction of that domain with the possible consequence that it would no longer
necessarily be connected. Anisotropic objects, be it a function, vector field or tensor, can
be evaluated locally in an admissible extension V of v of the anisotropic variable at a point,
in order to be manipulated in terms of classical objects. The O’Neill tensors T and A are
thus defined as anisotropic tensors, and many of their classical properties are generalised to
similar properties in the pseudo-Finsler case. Two main differences are to be noted that make
the calculations difficult when obtaining the fundamental equations of a submersion: on the
one hand, the gv-horizontal part of the covariant derivative with respect to the Chern connec-
tion of a locally gV -horizontal vector field for a locally admissible extension V of v differs
from the O’Neill tensors by a term that depends on the Cartan tensor which is zero in the
pseudo-Riemannian case (Lemma 3.1.20); and on the other hand, for a projectable horizontal
extension V , the gv-horizontal part of the covariant derivative along a gv-horizontal vector of
a projectable gV -horizontal vector field does not coincide with the gv-horizontal lift of the
covariant derivative with respect to the Chern connection of the base manifold of the projec-
tion onto that base manifold of the same vectors and vector field. In other words, another eQ
tensor appears (Definition 3.1.26) which can also be expressed in terms of the Cartan tensor
and relates these objects in the same way as the bQ tensor relates the part tangent to the fibres
of the covariant derivative of vertical vector fields with the covariant derivative of these terms
with respect to the Chern connection intrinsic to these fibres. These tensors eQ and bQ allow
relating the curvature tensor intrinsic to the fibres of the submersion with a curvature tensor
R> tangent to them, which generalises the curvature tensor of the connection induced by the
ambient Chern connection in order to be evaluated in vectors that are not necessarily tangent
to the fibres, and relating the curvature tensor eR of the base manifold of the submersion with
a curvature tensor R? defined by analogy to this tangent curvature tensor R> interchanging
only the anisotropic operators of taking the tangent > and horizontal ? parts with respect
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to the anisotropic variable (Definition 3.2.2). The fundamental equations are generalised
with these curvature tensors R> and R? to be evaluated in values of the anisotropic variable
not necessarily tangent or orthogonal to the fibres (Equation (3.83) and Corollary 3.2.11).
Similarly to the Gauss and Codazzi equations, two of the five fundamental equations can
be modified to express the curvature tensor R of the Chern connection of the ambient man-
ifold in terms of the curvature tensors bR and eR of the fibres and of the base manifold, when
the anisotropic variable is tangent or orthogonal to the fibres respectively (Theorem 3.2.12).
Notwithstanding the terms in eQ, bQ and in the Cartan tensor, similar to the ones appearing
in the Gauss and Codazzi equations, the greatest difference with the classical equations of
O’Neill is the absence of a cyclic formula that allowed him to recombine the terms that only
feature the product of O’Neill tensors and their covariant derivatives. An immediate conse-
quence of these fundamental equations is the very simple relation between the flag curvature
of the ambient manifold and the flag curvature of the base manifold, due again to the prop-
erties of the Cartan tensor that simplifies greatly the expression evaluated in vectors that are
identical to the anisotropic variable. In the definite positive case, all this allows to establish
an inequality between the flag curvature of the ambient manifold and the flag curvature of
the base manifold of the submersion (Theorem 3.2.17). The chapter concludes with consid-
erations about submersions whose fibres are totally geodesics, which means that the curves
that are geodesics intrinsic to the fibres are also geodesics of the ambient manifold. Thanks
to the remarkable and simple relation between geodesics of the base manifold and the hori-
zontal geodesics of the ambient manifold, which coincide exactly with the horizontal lift of
the geodesics of the base manifold, each geodesic arc of the base manifold induces a diffeo-
morphism between the fibres of each of its points. In the definite positive case, under certain
conditions of regularity, these diffeomorphisms are isometries if and only if the fibres of the
submersion are totally geodesic (Proposition 3.3.4). Lastly, we prove under these conditions
of regularity that if the fibres of a Finsler submersion are totally geodesic, then that submer-
sion is the projection of a bundle associated with the principal fibre bundle whose structure
group is the Lie group of isometries of the fibre (Theorem 3.3.6).
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Foreword

The recent history of all human knowledge can be thought of as a long process of sculpting:
in the words of Michelangelo, “beauty is the purgation of superfluities”. Mathematics has
undergone a similar enlightenment in the aftermath of the Renaissance; since the beginning
of what has come to be called the Modern Period, thinkers have chiseled away superfluous
assumptions that had prevented us from seeing the sculpture already complete within the
marble block.

In the year before his death in May 1543, Nicolas Copernicus finally handed over his con-
troversial manuscript in order to be published as De revolutionibus orbium coelestium and
setting into motion, perhaps inadvertently, the gearworks of the Scientific Revolution. The
preface famously reads “if [some hypotheses] provide a calculus consistent with the obser-
vation, that alone is enough [. . . ] they are not put forward to convince anyone that they are
true, but merely to provide a reliable basis for computation”. The mathematical disciplines
of astronomy and optics soon transmitted their highly contagious methods to other fields of
study, and by the 17th century every self-respecting scientist was contrasting computational
predictions from mathematical models of the world with observational data. Observations
made by Galileo Galilei and Johannes Kepler inspired Isaac Newton’s laws of motion, which
removed the first of three major assumptions: there need not exist a preferred frame of rest.
Similarly, the Michelson-Morley experiment (later complemented by the Hughes-Drever ex-
periments and the likes) inspired Albert Einstein’s equivalence principle, which removed the
second major assumption: there need not exist a preferred frame of simultaneity. Exactly
four centuries after the publication of De revolutionibus orbium coelestium, the British Tube
Alloys nuclear weapons programme’s disclosure to the Manhattan Project at the First Quebec
Conference would mark the end the Modern Period and the beginning of the Atomic Age.

During these 400 years, mathematical developments accompanied and enabled the shift in
philosophy towards an ever more daring challenge to old beliefs; to quote once more the
Italian artist, “the more the marble wastes, the more the statue grows”. Carl Friedrich Gauss
lifted Euclidean geometry to curved surfaces, and his student Bernhard Riemann brilliantly
extended these insights to higher dimensional submanifolds: they freed geometry from the
bounds of flat space. Resting on the shoulders of Hendrik Lorentz and Henri Poincaré,
Hermann Minkowski recognised the importance of relaxing the positive definiteness of Eu-
clidean metric space in order to make room for a new kind of gauge invariance: they freed
geometry from the bounds of isochrony and gave its actual meaning to the then Aristotelian
notion of causality.

This brings us to the third and, thus far, most challenging of assumptions to remove: there
need not exist a preferred frame of ontology. In the latest mathematical modelisation of
the very small and of the very large, the foundational object of study (respectively the
Hilbert space of quantum mechanical wave functions and the algebraic topological cate-
gory of Lorentzian manifolds) is demonstrably insubstantial to our real world. In a nutshell,
neither the wave function nor the space-time metric which both hold all the information of
the physical system being described are ever quite literally purported to be any more real
than the tangible reality they are used to describe. Albert Einstein, having witnessed and
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contributed to both macroscopic and microscopic physics, was personally struggling with
the incompatibility of locality, causality and special relativity (the EPR paradox) as well as
the incompatibility of determinism, general covariance and the materiality of a space-time
metric (the hole argument). One of the three must be abandoned in order to remain logically
consistent, but which one to choose is irrelevant to computations and to a theory’s predictive
power. Nevertheless, the many worlds interpretation (quantum measurements are due to rel-
ative abundance of parallel universes that differ only in the outcome of the measurements),
pilot wave theory (they are due to an empirically inaccessible deterministic process), four
dimensionalism (all general relativistic events coexist) and the neo-Lorentzian interpretation
(they only exist briefly on an empirically inaccessible Cauchy surface of existence) are a
testament of humanity’s resistance to this last strike of chisel.

Since the generalisation of Euclidean geometry, in the century that followed Paul Finsler’s
own 1918 doctoral dissertation Über Kurven und Flächen in allgemeinen Räumen, progress
on Finsler geometry has been slow in comparison to the work on pseudo-Riemannian man-
ifolds (used in classical general relativity theory). The simple difference, but root of all the
difficulty, is the dependence of the metric on the direction of travel, specifically, and more
generally the asymmetry of its indicatrix (the set of unit vectors with respect to the metric).
In Finsler geometry, the length of a curve is computed by measuring its velocity in a way that
is sensitive to the reversal of the parametrisation of that curve, in addition there is a strong
dependence on the direction of travel; this geometry is therefore referred to as anisotropic
differential geometry. Informally, in an anisotropic universe, reproducing an experiment
identically but in a different orientation might give a different result, as if under some back-
ground influence that violates Lorentz invariance. Though this influence is severely restricted
by a so far fruitless search for such a violation, the possibility of imaging black holes and
probing gravitational waves has raised the hopes of finding a violation in extremely energetic
events such as the vicinity of a black hole or a black hole merger, and thus attracted interest
to possible generalisations of general relativity theory such as the study of pseudo-Finsler
manifolds in general and Finsler space-times in particular (see [29] for a presentation on the
possibility of extending general relativity theory using Finsler manifolds, and [49] for an
overview of the recent progress on the subject).

Chapter 1 is an introduction to pseudo-Finsler geometry that provides an elementary descrip-
tion that reproduces previous results. In particular, the anisotropic Koszul formula is derived
following the classical proof, and defines a unique Chern connection analogous to the Levi-
Civita connection. The symmetries of the classical curvature tensor are substituted by almost-
symmetries of the anisotropic curvature tensor, with additional terms due to the anisotropic
differentiation. Vectors as derivations lift to the vertical derivative of anisotropic objects; the
vector they are evaluated in is therefore informally called the vertical or anisotropic vari-
able. This variable is the flagpole of the so called flag curvature, analogous to the sectional
curvature along a plane at one point which in our context must also depend on this variable
chosen in that plane acting as a flag. For the sake of illustration, the simplest example of Ran-
ders metrics is studied in terms of their Zermelo data modeling the problem of navigating a
manifold in the presence of an anisotropic influence.

In Chapter 2, the Gauss and Codazzi equations are derived in the context of pseudo-Finsler
manifolds: they feature mainly the Cartan tensor and the bQ tensor (the difference tensor
between the induced and intrinsic connections). The Gauss formula no longer identifies
the submanifold’s Chern connection as the restriction of the ambient one, unlike the Levi-
Civita connection. The special case of Randers-Minkowski spaces illustrates the complex
compuations needed to describe even the simplest Finsler manifolds. Their flag curvature
can be expressed in terms of the Zermelo data mentioned above. One important consequence
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is the fact that the hypersurfaces of a Randers-Minkowski space are of scalar flag curvature
if and only if they are flat with respect to the Riemannian metric of the Zermelo data.

Chapter 3 concerns itself with pseudo-Finsler submersions. The Gauss and Codazzi equa-
tions can be extended to the fundamental equations of a submersion. In this doctoral thesis,
a single unified equation is provided that holds for arbitrary vectors, from which it is eas-
ier to derive the classical equations in the form obtained by Barrett O’Neill in 1966. The
O’Neill tensors T and A are generalised to anisotropic tensors due to the dependence on the
anisotropic variable v of the decomposition into parts tangent and orthogonal to the fibres.
The tensorial difference between some curvature tensors fails to vanish like the difference
tensor bQ of the Gauss formula. This failure manifests as the intermediary curvature tensors
R> and R? that are related to the curvature tensors of the fibres and of the base manifold in
terms of those difference tensors. The fundamental equations imply that the base and am-
bient flag curvatures are related in pseudo-Finsler submersions, with further applications to
pseudo-Finsler submersions whose fibres are totally geodesic. Since the geodesics orthogo-
nal to the fibres of the submersion and the lift of the geodesics of the base are in a one-to-one
correspondence, every geodesic arc of the base defines a diffeomorphism between the fibres.
In the positive-definite case, this diffeomorphism is an isometry if and only if the fibres of the
submersion are totally geodesic; under the right conditions, a Finsler submersion with totally
geodesic fibres is the projection of a bundle associated with a principal fibre bundle whose
structure group is the Lie group of isometries of the fibre.

The majority of space-time models admits a pseudo-Riemannian submersion structure useful
to calculate their curvature tensor. We hope that in the future the same will be done for Finsler
space-times.
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Chapter 1

Preliminary notions

Let us recall in this first chapter some elementary facts of anisotropic differential geometry.
To do so is no luxury, when what is taken for granted in the Riemannian case and pseudo-
Riemannian case must be rediscovered under a new light in the Finslerian case and peudo-
Finslerian case. Some symmetries are lost with unforeseeable repercussions, either because:

(1) the intuition behind an earlier argument no longer proves an identity, or

(2) the identity in question simply fails altogether.

As a first example of (1), consider a pseudo-Finsler manifold with fundamental metric tensor
g, and the unique Chern connection, analogous to the Levi-Civita connection of a pseudo-
Riemannian manifold. In that context, the anisotropic Koszul formula expresses anisotropic
Christoffel symbols, coefficients of the Chern connection, under the local form

2Gk
ijgkl =

dglj
dxi +

dgil
dx j �

dgij
dxl ,

replacing by d
dxi =

∂
∂xi � y jGk

ij
∂

∂yk the traditional ∂
∂xi that appears in the isotropic case. Conse-

quently, one must then express the contraction y jGk
ij independently of Gk

ij. This additional step
is not required when computing the coefficients of the Levi-Civita connection of a pseudo-
Riemannian manifold due to the vanishing vertical derivative ∂gij

∂yk along the anisotropic vari-
able. Once this detail is addressed, the result and method are virtually identical.

As a second example of (1), consider identifying the anisotropic metric tensors of the base
and ambient manifolds in a pseudo-Finsler submersion, as studied in Chapter 3. Contrary
to pseudo-Riemannian submersions, the splitting of the tangent bundle along horizontal and
vertical directions has a dependence on the choice of an anisotropy variable. We can still
identify gv(w, ·) with its projection onto the base manifold for certain (horizontal) vectors v
and certain (gv-horizontal) vectors w, though the proof is more involved than the pseudo-
Riemannian case.

To illustrate (2), let us look at two properties that will fail. As a first example, while the
metric-preserving condition —g = 0 persists in its usual form, the idea of a compatibility
condition is replaced by an almost compatibility condition (1.38), dependent on the generally
non-vanishing vertical derivative of the metric tensor, called the Cartan tensor.

A second example is the Gauss formula (2.8) for pseudo-Finsler submanifolds, which no
longer identifies the Chern connection of a submanifold with the connection induced on
the submanifold by the ambient Chern connection, the so-called induced connection. The
difference between the two is a generally non-vanishing tensor that will be the main concern
of Chapter 2 and a prominent feature of the anisotropic Gauss and Codazzi equations.
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Most of these phenomena, whether their belong to the kind (1) or the other kind (2), can be
made manifest by concise manipulations reminiscent of the analogous proofs of Riemannian
geometry. In order to ground things firmly, let us briefly recall the foundations of anisotropic
tensor calculus.

1.1 The tangent bundle

For the purposes of anisotropic tensor calculus, the definition of the tangent bundle T M of a
manifold M is to be accompanied by the manifold structure of T M itself and its own tangent
bundle T (T M). Anisotropic objects ultimately differ from isotropic ones merely in their
evaluation at a tangent vector rather than a point. Isotropic objects are trivially anisotropic,
constant on each tangent space. That constance hides a substantial difficulty: that the paths
along which to differentiate anisotropically must span the manifold T M, rather than M, with
results acting on T (T M).

M

TpM

p

v

diagram representation:

M T Mp

FIGURE 1.1: Visual representation of the tangent bundle.

A good intuitive illustration of this hidden difficulty is thermometry versus thermography.
Thermometers provide a reading of temperature at each point of measurement, a scalar field
with no dependence on an anisotropic variable. Thermographic cameras, by contrast, pro-
vide a reading of the infrared heat received from all around when measured at a point: an
anisotropic scalar field. The information required to determine the change in temperature
seen by a moving thermometer consists of the velocity v 2 T M, whereas that information
is insufficient for a moving thermographic camera, for which we must also know about the
tilting and panning of the camera as an element of Tv(T M).

1.1.1 Formal definition

Consider a set, which we shall denote by the letter M for the German word “Mannig-
faltigkeit”[1], and a fixed cover of M by subsets. For a fixed non-negative integer n 2 N,
let us call a chart any injective map from a subset of that cover into the n-dimensional Eu-
clidean space Rn. Furthermore, let us call an atlas the choice of at least one chart for each
subset such that chart changes between two subsets define differentiable functions on their
intersection.

In other words, if j and y represent generic charts of an atlas, and their domains are U,V⇢
M, then y �j�1 shall, by hypothesis, be differentiable as an n-tuple of real-valued functions
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M

U

j

j(U)
V

y

y(V)

Rn M Rny j

y�j�1 coordinate change

FIGURE 1.2: Compatible charts belonging to the same atlas.

of n real variables at each point of the domain j(U\V) ⇢ Rn. When such is the case, M is
referred to as a differentiable manifold with respect to our choice of an atlas of charts.

Admittedly, differentiability can in essence be formulated in terms of the Euclidean topol-
ogy of Euclidean space, rather than real analysis, with no reference to a choice of Cartesian
coordinates. The image of each chart of our atlas is always an open subset of the Euclidean
topology, up to reducing the domain to exclude all points mapped to its adherence, such that
we can induce a topology on M by defining the open neighbourhoods to be the preimages
of open neighbourhoods of the Euclidean topology as well as their arbitrary unions. (Those
points that are excluded from all maps may aggregate into the boundary of connected com-
ponents, in the case of a manifold with boundary, which is not the object of this doctoral
thesis.) The charts of the atlas are homeomorphisms for that choice of a topology on M and
the Euclidean topology on Rn.

Definition. An (n-dimensional) differentiable manifold is a topological space equipped with
an atlas of local homeomorphisms into (n-dimensional) Euclidean topological spaces.

The conditions that the space be Hausdorff and second countable has been omitted, but is
tacitally implied in order to avoid pathological examples that are of no concern in our context.

Conceptual purity notwithstanding, we shall persist in interpreting elements of n-dimensional
Euclidean space as real number n-tuples. Each chart of the atlas of an n-dimensional differen-
tiable manifold is, equivalently, an n-tuple (x1, · · · ,xn) of local Cartesian coordinate functions
xi that each send points p 2 U of a neighbourhood U⇢ M to their ith coordinate xi(p) 2 R.

g

R

M Rn

j

p j(p)

R M Rn

j�g coordinate representation of g

g j

FIGURE 1.3: Local chart of a curve around one of its points.

Composing a curve g : R ! M with a chart j : M ! Rn around one of its points produces
j � g : R! Rn, which when differentiable can be differentiated as an n-tuple of real-valued
single real variable functions to obtain the n-tuple of derivative functions (j � g)0. Such a



4 Chapter 1. Preliminary notions

curve whose coordinate expression is differentiable in this way is called smooth. This will
serve to define the derivative of g itself, by coordinate independence.

Rn

M Rn

R

y
j

change of coordinates
is a diffeomorphism

y�g

j�g

g

T M

M

R

p

g

ġ is independent
from coordinates

FIGURE 1.4: Diagrams illustrating the well-definedness.

Since chart changes are diffeomorphisms of Rn, they can neither break apart coinciding
derivatives of two paths at one point, nor merge differing derivatives. This makes the con-
cept of derivative ġ of g well-defined pointwise as the equivalence class of paths g through a
point with matching (g �j)0 for some local chart j around p. This definition, independent of
the choice of j , gives rise to the vector space TpM of all possible derivatives a smooth path
through p 2 M can have.

g

R

M

TpM

p

ġ

M

TpM

p

v

FIGURE 1.5: Well-definedness allows silencing g .

What follows is a terser definition of TpM, though far more esoteric, shaped around the
product rule for smooth real-valued single real variable functions.

Indulging a brief moment’s elementariness, recall that the product of smooth real-valued
single real variable functions a and b has derivative a0b+ ab0. In particular, for the compo-
sition of curves g : R! M with smooth functions f ,g : M ! R and their pointwise product
fg : p 7! f (p)g(p),

( fg� g)0 = ( f � g)0g� g +(g� g)0 f � g

This fact leads to the following condition (1.1) for the reformulation of our construction of
TpM in terms of derivations.

Let us call a derivation on M at p 2 M any linear map v that takes smooth scalar fields
f ,g : M ! R and their pointwise product fg to real numbers vf , vg and v( fg) satisfying

v( fg) = vf g(p)+ vg f (p) . (1.1)

Let us furthermore define the addition of two derivations v and w at p quite naturally by

(v+w) f = vf +wf ,

and the scalar action of l 2 R on v by

(lv) f = lvf .
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g

R

M

v
f

R

R M R

f�g

g f

FIGURE 1.6: v acts on f as a directional derivative.

It is very straightforward to check that these operations give the space of derivations the
structure of a vector space. Less obvious is the fact that it is precisely the space of tangent
vectors we have constructed as the equivalence class of paths with coinciding derivatives, up
to identifying tangent vectors with the directional derivative at the point where they are based
along any smooth path of which they are the velocity.

Definition. The tangent space TpM is the vector space of derivations on M at p.

The condition (1.1) captures an essential defining property; to construct TpM by equivalence
classes of curves through p 2 M with the same speed in some (and therefore in all) local chart
may fuel an inaccurate impression that tangent vectors represent information about paths,
when any smooth curve g : R! M can also be interpreted as the collection of derivations

ġ(t) : f 7! ( f � g)0(t) (1.2)

at p = g(t) for each t 2 R. The product rule emphasises that all local behaviour in the
neighbourhood of the point belongs to the smooth functions being operated upon, while the
derivations themselves are really defined by a condition (1.1) at a single point of the manifold.

Definition. The tangent bundle T M of a differentiable manifold M is the disjoint union of its
tangent spaces. Its natural projection p maps each tangent space TpM to its point p.

At the risk of notational inconsistencies, let f temporarily denote a smooth function between
differentiable manifolds M and N; this choice of notation should hopefully not be a confusing
one, since it generalises the previous case of N = R. By smooth, we should understand that
the composition with charts produces smooth local maps between Euclidean spaces.

As f takes points of M to points of N, the function drags g : R ! M to f � g : R ! N, and
in doing so unambiguously defines their derivative at each transported point. Given v 2 T M,
represented by g such that ġ = v at p(v), we can uniquely define df · v as the derivative of
f � g at f �p(v). In light of (1.2), we may condense this intuition into the following form.

Definition. The differential df of a smooth map f : M ! N between differentiable manifolds
maps v 2 T M to df · v 2 T N satisfying for any scalar field g : N ! R the condition

(df · v)g = v(g� f ) . (1.3)

Note that if f : M !R is a scalar field, then denoting by 1R the identity map t 7! t on the set
of real numbers, we have

vf = v(1R � f ) = (df · v)1R = df · v
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g

R

M

f

N

T M T N

M N

R

p

df

p

f

g

ġ
( f�g)0

FIGURE 1.7: The differential df takes the derivative of g to that of f �g , well-
defined since both are, pointwise, elements of well-defined tangent bundles.

by setting g to 1R in the definition (1.3). Note that the expression (df · v)1R denotes here the
derivation of the identity function along the 1-dimensional vector df · v, which confusingly
consists of a real number.

It is worth illustrating visually that the chain rule for differential forms is trivial. Once more,
just for the purposes of the next theorem, let us allow ourselves to momentarily label by f ,g
differentiable maps rather than scalar fields.

Theorem 1.1.1. For smooth maps g : L ! M and f : M ! N between differentiable mani-
folds,

d( f �g) = df ·dg . (1.4)

Proof. By definition (1.3) and for any scalar field h : N ! R and tangent vector v 2 T L,

(d( f �g) · v)h = v(h� ( f �g)) ,

while applying the definition (1.3) twice reveals that

(df ·dg · v)h = (dg · v)(h� f ) = v((h� f )�g) .

Both h� ( f �g) and (h� f )�g are ways of writing the same function p 7! h( f (g(p))).

We shall thus extend the derivation notation of v 2 T M to any smooth map f : M ! N into
an arbitrary differentiable manifold as

v · f = df · v ,

producing an element of T N, generalised from the real number obtained in the case N = R.
This is where the differential-first approach pays off: many objects are particular cases of
the general maps between differentiable manifolds. A map from R to a generic differentiable
manifold is a curve; by definition, its differential is the derivative as a tangent vector, up to the
identification (1.2) (strictly speaking it is the multiplication by the derivative of that curve,
sending a scalar to an element of the tangent bundle). A map from a generic differentiable
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d( f �g)

g

R

L

g

M

f

N
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R

dg df

g f

g

ġ
(g�g)0

( f�g�g)0

FIGURE 1.8: Visual illustration and commutative diagram of (1.4).

manifold into R is a scalar field, such as coordinate functions whose differential will form,
pointwise, a basis of the dual vector space of linear forms acting on tangent vectors.

Definition 1.1.2. Let X(M) denote the set of smooth sections of T M, or vector fields V : M !
T M satisfying p �V = 1M and whose local coordinate coefficients are differentiable.

Definition 1.1.3. Let C•(M) denote the ring of smooth real-valued functions on M, and
X(M) the C•(M)-module of smooth sections of T M.

For local coordinates j = (x1, · · · ,xn), we may define partial derivation along xi of a smooth
scalar field f : M ! R as the partial derivative along the ith variable of the real-valued func-
tion of n real variables f �j�1 : (t1, t2, · · · , tn) 7! f (j�1(t1, t2, · · · , tn)), denoted as ∂ f

∂xi . The
partial derivations ∂

∂x1 , · · · , ∂
∂xn as actions on smooth scalar fields are elements of the tangent

bundle up to the isomorphism (1.2), and define, locally, a frame of X(M) and, pointwise,
a basis of the tangent space as a space of derivations. Each tangent vector v 2 T M of the
domain of the coordinate functions can be written under the form

v = Â
i

vi ∂
∂xi |p(v) (1.5)

for some unique coefficients v1, · · · ,vn 2 R.

In the converse case of a map from the manifold to R, our definition of differential produces
1-forms. Their restriction at a point form a vector space dual to the tangent space at that
point. For local coordinates (x1, · · · ,xn), the differentials dx1, · · · ,dxn define, pointwise, a
basis of that dual space. Any 1-form can be written under the form

Â
i

wi dxi(q) (1.6)

for some unique coefficients w1, · · · ,wn 2 R.
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From (1.5), and by definition of the tangent space as a space of derivations, we can write for
any scalar field f

vf = Â
i
(dxi · v) ∂ f

∂xi |p(v) . (1.7)

Furthermore,

df · v = vf = Â
i
(dxi · v) ∂ f

∂xi |p(v) =
"

Â
i

∂ f
∂xi dxi

#
· v ,

recovering the total derivative
df = Â

i

∂ f
∂xi dxi (1.8)

as a differential form. In particular, setting f in (1.8) to the coordinate functions xi themselves
in a different coordinate system (x̄1, · · · , x̄n) yields

dxi = Â
j

∂xi

∂ x̄ j dx̄ j , (1.9)

while the associated differential operators ∂
∂xi and ∂

∂ x̄i appear in the decomposition

Â
i

∂ f
∂xi dxi = df = Â

i

∂ f
∂ x̄i dx̄i ,

producing
∂

∂ x̄ j = Â
i

∂xi

∂ x̄ j
∂

∂xi . (1.10)

More explicitly, this identity can be obtained, for instance, via the manipulation

∂
∂ x̄ j f = df · ∂

∂ x̄ j = Â
i

∂ f
∂xi dxi · ∂

∂ x̄ j = Â
i,k

∂xi

∂ x̄k
∂ f
∂xi dx̄k · ∂

∂ x̄ j =

"

Â
i

∂xi

∂ x̄ j
∂

∂xi

#
f .

1.1.2 Einstein summation

Given local coordinates, we can induce as explained previously a basis for the tangent spaces
of the domain in which to decompose tangent vectors into the weighted sum (1.5), whose co-
efficients will vary against any change of coordinates. That is to say the coefficients v1, · · · ,vn

of a tangent vector in a local coordinate system (x1, · · · ,xn) are related to the coefficients
v̄1, · · · , v̄n of the same tangent vector in another local coordinate system (x̄1, · · · , x̄n) by (1.9)

v̄i = dx̄i · v = Â
j

v j ∂xi

∂ x̄ j .

Note the ∂xi

∂ x̄ j factor, differentiating the old coordinate function xi with respect to the new
coordinate function x̄ j. This contravariance is indicated by the use of an upper index, to
match the contravariance (1.9) of dxi.

Analogously, elements of the dual also decompose into the weighted sum (1.6), whose coef-
ficients are covariant with changes of coordinates. Indeed by (1.10)

w̄i = w · ∂
∂ x̄i = Â

j
w j

∂ x̄ j

∂xi .

Note the ∂ x̄ j

∂xi factor, differentiating the new coordinate function x j with respect to the old
coordinate function xi. This covariance is indicated by the use of a lower index matching
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the covariance (1.10) of ∂
∂xi which, concordantly, shall be interpreted as a lower index (often

rendered as ∂i).

By virtue of the balance of upper and lower indices in each decomposition, we can unambigu-
ously omit the summation sign S over the silent index i. When presented with an expression
that balances a lower index i with an upper index i, that index is implicitly to be summed over
its values from 1 to n. We shall write

∂
∂xi =

∂ x̄ j

∂xi
∂

∂ x̄ j

and
dxi = ∂xi

∂ x̄ j dx̄ j ,

intuitively recalling them as anomalous cancellations. This implicit summation called the
Einstein summation convention makes it much more straightforward to introduce tensors, the
generalisation of scalar fields and 1-forms.

For example, metric tensors conventionally denoted by g for gravitation (see [4, S. A38]
and [13, p. 119] for the historical context) are linear operators whose variables are a pair of
vector fields, smooth sections of the tangent bundle, and whose output defines a scalar field,
pointwise the inner product of vectors. Using the Einstein summation convention, we can
locally decompose two vector fields V = V i ∂

∂xi and W = W j ∂
∂x j for some local coordinates

(x1, · · · ,xn) and the coefficients V i = dxi ·V and W j = dx j ·W . Factoring them out by linearity
yields

g(V,W ) = g(V i ∂
∂xi ,W j ∂

∂x j ) =V iW j g( ∂
∂xi ,

∂
∂x j )| {z }

gij

, (1.11)

a tensorial expression for g(V,W ) in local coordinates, so called because of its manifest
bilinearity in the coefficients of its input. That is to say,

g = gij dxi ⌦dx j

is a tensor field, where dxi ⌦ dx j denotes the bilinear function that sends an ordered pair of
vector fields to the product of their respective ith and jth coefficients.

The coefficients gij of g feature two covariant indices, balancing the coefficients of the two
vector field inputs. This fact is encoded into the type (0,2) of the tensor. Vector fields and
1-forms are trivial examples of tensors, up to identifying ∂

∂xi with w 7! w( ∂
∂xi ). A vector field

V = V i ∂
∂xi can take as input a 1-form w = widxi and is of type (1,0), while the 1-form can

take as input the vector field and is of type (0,1), both producing the scalar field

V (w) = w(V ) =V iwi .

Scalar fields themselves are, by extension, tensors of type (0,0).

More generally, a tensor field of type (a,b) is a pointwise multilinear function of a vector
inputs and b covector inputs. Its smooth local coordinate coefficients have a contra-variant
upper indices above at an altitude and b co-variant lower indices below at the base. Scalar
fields take no input, vector fields take one covector input, 1-forms take one vector input and
metric tensors take two.

There is an alternative definition of tensor fields of type (a,b): at each point p, they are
elements of the tensor product of a copies of TpM and b copies of its dual. The two definitions
are equivalent up to the identification of each multilinear scalar field-valued function (defined
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at p on the Cartesian product of a copies of TpM and b copies of its dual) with the unique
element of the tensor product provided by the universal characterisation of the tensor product.

Both definitions extend quite naturally to anisotropic tensor fields of type (a,b): they are, at
each point p and each tangent vector v at that point, elements of the tensor product of a copies
of TpM and b copies of its dual, or equivalently multilinear scalar field-valued functions
defined at p and each tangent vector v at that point on the Cartesian product of a copies of
TpM and b copies of its dual. We shall define them more rigorously in the next section on
pseudo-Finsler metrics.

From now on, let us use the word (anisotropic) tensor as a shorthand for (anisotropic) tensor
field.

Definition. A pseudo-Riemannian manifold (M,g) is a differentiable manifold M equipped
with a symmetric nowhere-degenerate type (0,2) tensor g.

In this context, it is customary to identify each vector v with the covector g(v, ·) : w 7! g(v,w)
at p(v). If the former decomposes as vi ∂

∂xi |p(v), the latter shall be written vi dxi|p(v) with
vi = v jgij bearing the same coefficient symbol with a lowered index. Concretely, we want to
allow ourselves to write

g(V,W ) =V iW jgij =V iWi =ViW i . (1.12)

This can be formalised by requiring that gij be the coefficients of the inverse to the matrix
of coefficients gij, and that any tensor coefficient with upper index i contracts with gij to the
same symbol with a lower index j in its place, and vice versa for a lower index i contracting
with gij to an upper index j.

The notoriously confounding index notation of differential geometry can be pushed to the
extreme as is the case in the context of Ricci calculus, which reduces, among other things,
the covariant derivation along ∂

∂xi to a mere “;i” subscript. For our purposes, we will prefer
to write tensorial expressions with the minimal use of local coefficients, and generally favour
a more evocative notation for the sake of intelligibility in the tenuous enough anisotropic
tensor calculus computations that we will encounter.

1.1.3 Manifold structure

M

Tg(t)M

g(t) g

ġ(t)
G(t)

G

FIGURE 1.9: Tantalising illustration of a curve G drawn though T M. The
2-dimensionality of M suggested here should in reality call for 4 dimensions.
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Anisotropy requires clarification, and one aspect we take to heart is the subtlety of deriving
objects taking values not solely on M but on the entire T M. In particular, if the metric tensor
g is to have a dependence on a vertical variable v, evaluating as a different inner product gv
for each vector of one same tangent space, then its covariant derivative must involve partial
derivation in the vertical variable. We are bound to treat T M as a manifold in its own right.

The topology of the tangent bundle T M as a differentiable manifold is locally that of the
Cartesian product of a neighbourhood of the original manifold M with Euclidean space, up to
isomorphism with each tangent space. The charts of the tangent bundle is the Cartesian prod-
uct of the natural projection with the identity of the tangent space. That is to say, if j is a local
chart of M on some open neighbourhood U ⇢ M, then it induces an isomorphism between
TpM and Rn at each p 2U and (p,v) 7! (x1(p),x2(p), · · · ,xn(p),dx1 · v,dx2 · v, · · · ,dxn · v) is
a local chart of T M. We may apply the previous construction to obtain the tangent bundle
T (T M) of the manifold T M.

The key to making sense of T (T M) is to understand the curves of T M. The derivative of a
curve of M is an example of such a curve, we only need to widen our perspective to cover all
possible curves of T M. To this end, some notation is helpful.

T M

Tv(T M)

v

∂ 0

∂xi

∂
∂yi

Manifold Interpretation

M

TpM

p

v

∂
∂yi

TpM

∂ 0

∂xi

Tv(TpM)

∂
∂xi

Anisotropic Interpretation

FIGURE 1.10: Two complementary perspectives on T (T M).

Local coordinates (x1, · · · ,xn) on a neighbourhood U⇢ M can be completed by yi = dxi into
local coordinates

(x1, · · · ,xn,y1, · · · ,yn)

on T M. The 2n-tuple of partial derivations

( ∂ 0

∂x1 , · · · , ∂ 0

∂xn ,
∂

∂y1 , · · · , ∂
∂yn )

forms a local frame of the C•(M)-module X(T M) of vector fields of T M, as opposed to
X(M). Similarly,

(d0x1, · · · ,d0xn,dy1, · · · ,dyn)

forms a basis of the space of 1-forms of T M. Note that we have used an apostrophe 0 to avoid
confusion with ∂

∂xi and dxi arising from xi as a coordinate function on M.

As an alternative to formally treating of the tangent bundle as a manifold in its own right, we
can think of scalar fields of T M as anisotropic scalar fields of M. Let Im(V )= {V (p), p2M}
represent the image of V 2 X(M). We can lay ∂ 0

∂xi and ∂
∂xi together side by side in the same
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commutative diagram. For simplicity, assimilate the sections dh · Im ∂ 0

∂xi and df · Im ∂
∂xi of TR

appearing below to R itself, representing the restriction of pR to those sections as R! R by
abuse of notation.

R R

Im ∂ 0

∂xi Im ∂
∂xi

R R

TU U

∂ 0h
∂xi

pR

dh

dp

dp

df

p
h

p

∂ 0
∂xi

f

∂ f
∂xi∂

∂xi

FIGURE 1.11: Commutative diagram of the actions of ∂
∂xi and ∂ 0

∂xi .

R R

Im ∂ 0

∂xi Im ∂
∂xi

R

ImV \TU U

∂ 0h
∂xi

+ ∂V j

∂xi
∂h
∂y j |V

� ∂V j

∂xi
∂h
∂y j |V

∂h�V
∂xi

dh d(h�V )

h h�V

V

FIGURE 1.12: Commutative diagram illustrating equation (1.13).

A vector field V 2X(M) takes each point p of the domain with coordinates (x1(p), · · · ,xn(p))
to the vector V (p) 2 TpM with coordinates (x1(p), · · · ,xn(p),V 1(p), · · · ,V n(p)). By defini-
tion and in light of (1.3) and (1.8), its formal differential dV : T M ! T (T M) can be expressed
in local coordinates for each w = wi ∂

∂xi 2 TpM as

dV ·w = (w1, · · · ,wn, ∂V 1

∂xi wi, · · · , ∂V n

∂xi wi) ,

in other words
dV = ∂ 0

∂xi dxi + ∂V j

∂xi
∂

∂y j dxi .

Recalling that by the same definition

dh = ∂ 0h
∂xi d0xi + ∂h

∂yi dyi ,

we can apply the chain rule (1.4) to compute

d(h�V )|p = dh|v ·dV |p = ∂ 0h
∂xi |v dxi|p + ∂V j

∂xi |p ∂h
∂y j |v dxi|p .

Up to an identification involving (1.3), ∂ 0

∂xi and ∂
∂xi are related by ∂

∂yi terms as

∂h(V )
∂xi |p = ∂ 0h

∂xi |v + ∂V j

∂xi
∂h
∂y j |v . (1.13)
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Expressed in a different coordinate system (x̄1, · · · , x̄n, ȳ1, · · · , ȳn), we would have

∂ 0h
∂xi |v = ∂h(V )

∂xi |p � ∂V j

∂xi
∂h
∂y j |v = ∂ x̄ j

∂xi

⇣
∂h(V )

∂ x̄ j |p � ∂ ȳl

∂yk
∂V k

∂ x̄ j
∂h
∂ ȳl |v

⌘

= ∂ x̄ j

∂xi

⇣
∂ 0h
∂ x̄ j |p +( ∂V k

∂ x̄ j � ∂ ȳk

∂yl
∂V l

∂ x̄ j )
∂h
∂ ȳk |v

⌘
,

manifesting the need to balance ∂ 0

∂xi by terms in ∂
∂yi in order to obtain an object that is inde-

pendent from our choice of coordinates, as will be done in (1.34).

The same as (1.13) works if we replace the anisotropic scalar field h by an anisotropic vector
field H, or a smooth choice for each v 2 T M of some H(v) 2 Tp(v)M, which we can decom-
pose locally as Hi(v) ∂

∂xi |p(v). The coefficients Hi are anisotropic scalar fields to which we
can apply (1.13) and obtain the similar relation

∂Hk�V
∂xi

∂
∂xk =

∂ 0Hk

∂xi |V ∂
∂xk +

∂V j

∂xi
∂Hk

∂y j |V ∂
∂xk . (1.14)

We shall later rewrite this identity independently of coordinates in equation (1.36).

In anticipation of this, so as not to refer to any choice of coordinates, let us represent by ∂̇ the
vertical derivation, such that the action Xi ∂

∂yi of the vector field Xi ∂
∂xi as a vertical derivative

on anisotropic scalar fields may be rewritten in the following way independently of a choice
of coordinates.

Definition 1.1.4. Let ∂̇ denote the vertical derivative of anisotropic scalar fields, defined for
h 2C•(T M), v 2 T M and w 2 Tp(v)M by

(∂̇h)v(w) =
∂h(v+ tw)

∂ t

����
t=0

and, concordantly, ∂̇i the vertical derivation ∂
∂yi induced by local coordinates whenever ∂i is

used to denote the derivation ∂
∂xi .

Resting a vertical derivative from

X(h�V ) = Xi ∂h(V )
∂xi = Xi ∂ 0h

∂xi |v +(∂̇h)v(Xi ∂V j

∂xi
∂

∂x j ) (1.15)

can effectively isolate a part independent from ∂V j

∂xi and, consequently, independent of the
choice of a vector field extension V of the tangent vector v. Complementing this indepen-
dence of a choice of extension with an independence of a choice of local coordinates will
give rise to our definition of —h in (1.34), well-defined at each point independently of both
the choice of coordinates and the choice of an extension V .

The same will make viable the condition on — that —g = 0 for a fixed anisotropic metric
tensor g, leading to the existence of an almost g-compatible anisotropic linear connection,
while a connection verifying the more naive g-compatible condition need not exist at all, as
explained in (1.29).

1.2 Pseudo-Finsler metrics

This section focuses on (squared) pseudo-Finsler metrics L defined on a set of admissible
tangent vectors. Informally and as rough summary, the associated fundamental tensor g, that
is to say the anisotropic metric tensor, is a choice of an inner product gv on the tangent space
at p(v) for each admissible tangent vector v, which will satisfy inter alia gv(v,v) = L(v).
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In the positive definite case, we call Finsler metric the well-defined positive square root
F =

p
L. One natural deviation from Riemannian metrics, which define a norm k · k on

each tangent space, are Randers metrics F = k · k+w for which that norm is displaced by
a 1-form w of norm strictly less than 1.The indicatrix F�1({1}) of F is, in that case, the
translation by some vector field W of the indicatrix of some Riemannian metric tensor h·, ·i.
The pair (h·, ·i,W ) fully determines F , and is called Zermelo data, named in reference to the
navigation problem of finding the shortest path a powered vessel can take in the presence of
wind.

For Randers metrics, it is spectacularly straightforward to compute both g and its vertical
derivative the Cartan tensor C = 1

2 ∂̇g. The result gives an easily accessible indication for
how to generalise to arbitrary pseudo-Finsler metrics.

1.2.1 Definition and properties

Being 0 the zero section of the tangent bundle, let A ⇢ T M \ 0, for admissible, be a conic
subset, open for the topology we have chosen on T M, not containing any zero tangent vectors
of M, in the sense that v 2 A implies lv 2 A for every positive real number l . This set may
be modified a posteriori to suit the conditions of a given problem of study, such as when
restricting to the future-directed time-like directions delimited by the future light-cone in a
pseudo-Finsler spacetime.

Definition 1.2.1. A smooth 2-positive homogeneous function L : A ! R is said to be a
(squared) pseudo-Finsler metric when its fundamental tensor g given for v 2 A and x,y 2
Tp(v)M by

gv(x,y) =
1
2

∂ 2L(v+ sx+ ty)
∂ s∂ t

����
s,t=0

(1.16)

defines a non-degenerate inner product gv on Tp(v)M for all v2A. When gv is positive definite
over v 2 A, the square root F =

p
L will be called a Finsler metric.

Given a set of local coordinate functions xi, we can equivalently write the previous definition
(1.16) in local coordinates as

gij =
1
2 ∂̇i∂̇ jL

⇣
= 1

2
∂ 2L

∂yi∂y j

⌘
(1.17)

where gij 2C•(T M) are the anisotropic coefficients of g given by gij(v) = gv(
∂

∂xi ,
∂

∂x j ).

Proposition 1.2.2. Subadditivity of F =
p

L (respectively superadditivity) is equivalent to
inward (respectively outward) convexity of the indicatrix F�1({1}).

Proof. Assuming subadditivity, we have for v 2 A, w 2 Tp(v)M and t 2 [0,1]

F(tv+(1� t)w) F(tv)+F((1� t)w) = tF(v)+(1� t)F(w) ,

which means the left hand is less than 1 for v,w 2 S. Conversely, since F( v
F(v) ) = F( w

F(w) ) =
1, assuming convexity of S gives us

F(t v
F(v) + (1� t) w

F(w) ) 1 .
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Setting t = F(v)
F(v)+F(w) and therefore 1� t = F(w)

F(v)+F(w) , we obtain

F(v+w)
F(v)+F(w)

= F
⇣

v+w
F(v)+F(w)

⌘
= F

⇣
v

F(v)+F(w) +
w

F(v)+F(w)

⌘

= F
⇣

F(v)
F(v)+F(w)

v
F(v) +

F(w)
F(v)+F(w)

w
F(w)

⌘
 1 ,

giving us the subadditivity inequality F(v+w)F(v)+F(w). Same goes for superadditivity
and outward convexity of S, up to reversing all inequalities.

Proposition 1.2.3. For v 2 A, gv(v, ·) = 1
2(∂̇L)v and gv(v,v) = L(v).

Proof. Let w 2 Tp(v)M. L(v+ sv+ tw) = (1+ s)2L(v+ t
1+s w) differentiates to 2gv(v,w) =

(∂̇L)v(w) since the right hand side first becomes (1+ s)2(∂̇L)v(
w

1+s) = (1+ s)(∂̇L)v(w) at
t = 0. Similarly L(v+ sv+ tv) = (1+ s+ t)2L(v) differentiates to gv(v,v) = 2L(v).

Proposition 1.2.4. At each p 2 M, the level set L�1({t})\TpM of L|TpM for t 2 R\{0} is a
hypersurface of TpM to which each non-lightlike admissible v with L(v) = t is gv-orthogonal.

Proof. By the implicit function theorem, and since by the previous proposition the differ-
ential (∂̇L)v = 2gv(v, ·) is non-degenerate for each admissible v, the level set is a hypersur-
face of TpM. Again by the previous proposition, (∂̇L)v = 2gv(v, ·) implies that the set of
vectors gv-orthogonal to v is precisely the set of vectors tangent to the level set. Assum-
ing that some ray {lv, l 2]0,+•[} intersects the level set in some w, we can check from
t = L(w) = L(lv) = l 2L(v) = l 2t that necessarily l = 1 and w = v, such that each such ray
intersects the level set in exactly one point for each admissible v. Therefore at each point the
1-dimensional span({v}) and the space tangent to the level set at v are supplementary subsets
of TpM, such that the level set must have the dimensionality of a hypersurface.

Proposition 1.2.5. For v 2 A and l > 0, glv = gv.

Proof. Let x,y 2 Tp(v)M. L(lv+ sx+ ty) = l 2L(v+ s
l x+ t

l y) differentiates to glv(x,y) =
l 2gv(

x
l ,

y
l ), noting that (1.16) is manifestly bilinear in x and y concludes the proof.

Definition 1.2.6. Let the Cartan tensor C = 1
2 ∂̇g be given for v 2 A and x,y,z 2 Tp(v)M as

Cv(x,y,z) =
1
2

∂gv+tz(x,y)
∂ t

����
t=0

=
1
4

∂ 3L(v+ rx+ sy+ tz)
∂ r∂ s∂ t

����
r,s,t=0

. (1.18)

Note that this definition is well defined by openness of A, due to which v+ tz is necessarily
admissible for t 2 R close to 0.

Proposition 1.2.7. For v 2 A, Cv(v, ·, ·) =Cv(·,v, ·) =Cv(·, ·,v) = 0.

Proof. By Proposition 1.2.5, gv+tv(x,y) = gv(x,y) differentiates to Cv(x,y,v) = 0, conclude
the proof by noting that (1.18) is manifestly symmetric by commutativity of partial differen-
tiation on smooth functions.

Proposition 1.2.8. For v 2 A and l > 0, Clv =
1
l Cv.
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Proof. Let x,y,z 2 Tp(v)M. Then L(lv+ rx+ sy+ tz) = l 2L(v+ r
l x+ s

l y+ t
l z) differenti-

ates to Clv(x,y,z) = l 2Cv(
x
l ,

y
l ,

z
l ) =

1
l Cv(x,y,z) where we obtain the last equality from the

manifest trilinearity of (1.18).

Definition 1.2.9. Let C] be the unique tensor satisfying

gv(C]
v(x,y),z) =Cv(x,y,z) (1.19)

for every admissible v 2 A and tangent vectors x,y,z 2 Tp(v)M, obtained by juggling the
indices of the Cartan tensor as explained in (1.12).

Proposition 1.2.10. For v 2 A, C]
v is symmetric, its image in Tp(v)M is gv-orthogonal to v and

C]
v(v, ·) =C]

v(·,v) = 0.

Proof. From the definition of C] and Proposition 1.2.7.

1.2.2 Randers metrics and Zermelo data

The simplest non-Riemannian example of Finsler metrics is the disturbance F = k ·k+w of
a Riemannian metric k ·k on M by a 1-form w 2X⇤(M) satisfying kwk< 1. By the definition
(1.16), for v 2 A and x,y 2 Tp(v)M we have

gv(x,y) = 1
2

∂ 2

∂ s∂ t
�
kv+ sx+ tyk+w(v+ sx+ ty)

�2
����
s,t=0

=
∂
∂ s

�
kv+ sxk+w(v+ sx)

�⇣ hv+sx,yi
kv+sxk +w(y)

⌘����
s=0

=
⇣
hv,xi
kvk +w(x)

⌘⇣
hv,yi
kvk +w(y)

⌘
+ F(v)

kvk

⇣
hx,yi� hv,xihv,yi

kvk2

⌘
(1.20)

where h·, ·i is the metric tensor associated to k · k. As mentioned in Section 1.1, w|Tp(v)M =
hw, ·i for some w 2 Tp(v)M, allowing us to write

gv(x,y) = F
� v
kvk

�⇣
hx,yi�

⌦ v
kvk ,x

↵⌦ v
kvk ,y

↵⌘
+
⌦ v
kvk +w,x

↵⌦ v
kvk +w,y

↵
. (1.21)

The data (h·, ·i,w) is related to but generally different from the Zermelo data of F : for some
other Euclidean product h·, ·ib on Tp(v)M and wb 2 Tp(v)M non-unitary for k · kb, we can
arrange that

kxk2 =
kxk2

b
1�kwbk2

b
+

hwb,xi2
b

(1�kwbk2
b)

2

or equivalently

h·, ·i= h·, ·ib

1�kwbk2
b
+

hwb, ·ibhwb, ·ib

(1�kwbk2
b)

2

by setting h·, ·i2
b to h·, ·i2�w2 up to a factor of 1�kwk2 where w 2 Tp(v)M verifies w = hw, ·i,

and
w =

�hwb, ·ib

1�hwb,wbib
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by setting wb to �w up to a factor of l = (1�kwk2)�1, as indeed

kxk2
b

1�kwbk2
b
+

hwb,xi2
b

(1�kwbk2
b)

2 =
kxk2 �w2(x)

l (1� kwbk2�w2(wb)
l )

+
(hwb,xi�w(wb)w(x))2

l 2(1� kwbk2�w2(wb)
l )2

=
kxk2 �w2(x)

l (1�l (kwk2 �w2(w)))
+

(hw,xi�w(w)w(x))2

(1�l (kwk2 �w2(w)))2

= kxk2 �w2(x)+l 2(w(x)�kwk2w(x))2 = kxk2

noting that by definition kwk2 �w2(w) = l�1kwk2. The Randers metric then takes the form

F(v) =

r
kvk2

b
1�hwb,wbib

+
⇣

hwb,vib
1�hwb,wbib

⌘2
� hwb,vib

1�hwb,wbib
,

which incidentally solves the quadratic equation

F2(v)�
⌦
v�F(v)wb,v�F(v)wb

↵
b = 0

more revealingly written as �� v
F(v) �wb

��
b = 1 . (1.22)

That is to say Randers metrics are precisely those Finsler metrics whose indicatrix is the
Euclidean sphere of some Riemannian metric translated along some vector field.

The pair (h·, ·ib,Wb) of the Riemannian metric tensor h·, ·ib associated to k ·kb and the vector
field of that (smooth) choice of translations wb = Wb(p(v)) for each v 2 T M are called the
Zermelo data of F = k ·k+w , referencing the optimal control problem proposed in 1931 by
Ernst Zermelo in which a ship navigates under external forces of wind or current.

For time independent forces, we can model this problem with precisely the Randers metric
described here, in which the Euclidean spheres represent the isotropic reach of the ship in the
absence of wind and the translation vector field the wind itself.

Proposition 1.2.11. Let F be a Randers metric on M with Zermelo data (h·, ·i,W ). Then

gv(
v

F(v) , ·) =
h v

F(v) �W, ·i
h v

F(v) �W, v
F(v)i

. (1.23)

Proof. By property of the indicatrix, every w 2 Tp(v)M can be respresented as w = r +l v
F(v)

for l 2R and some r 2 Tp(v)M tangent to the indicatrix F�1({1}) at v
F(v) . Since the indicatrix

is the translation by W of that of h·, ·i, we have gv(
v

F(v) ,r) =
1
2 (̇∂F)v(r) = 0 and = h v

F(v) �
W,ri= 0. Then, by Proposition 1.2.3,

gv(
v

F(v) ,w) = gv(
v

F(v) ,r +l v
F(v) ) = gv(

v
F(v) ,l

v
F(v) ) = l gv(v,v)

F2(v) = l

= l
h v

F(v) �W, v
F(v)i

h v
F(v) �W, v

F(v)i
=

h v
F(v) �W,l v

F(v)i
h v

F(v) �W, v
F(v)i

=
h v

F(v) �W,wi
h v

F(v) �W, v
F(v)i

.
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Proposition 1.2.12. Let F be a Randers metric on M with Zermelo data (h·, ·i,W ) and x,y 2
Tp(v)M tangent to the indicatrix F�1({1}) at v

F(v) . Then

gv(x,y) =
hx,yi

h v
F(v) �W, v

F(v)i
. (1.24)

Proof. The condition that x,y be tangent to the indicatrix can be expressed as h v
F(v) �W,xi=

h v
F(v) �W,yi = 0 allowing us substitute h v

F(v) ,xi = hW,xi and h v
F(v) ,yi = hW,yi in equation

(1.21). Note that h v
F(v)�W, v

F(v)�W i= 1 and thus 1�hW,W i+h v
F(v) ,W i= h v

F(v)�W, v
F(v)i,

such that

F(v)q
kvk2

1�hW,W i +
hv,W i2

(1�hW,W i)2

=
F(v)q

kvk2

1�hW,W i +
hv,W i2

(1�hW,W i)2 � hv,W i
1�hW,W,i +

hv,W i
1�hW,W i

=
F(v)

F(v)+ hv,W i
1�hW,W i

=
1

1+
h v

F(v) ,W i
1�hW,W i

=
1�hW,W i

1�hW,W i+ h v
F(v) ,W i =

1�hW,W i
h v

F(v) �W, v
F(v)i

.

Similar identities such as 1+
hW, v

F(v) i
1�hW,W i =

h v
F(v)�W, v

F(v) i
1�hW,W i and 1+ 1�hW,W i

h v
F(v)�W, v

F(v) i
=

hW, v
F(v) i

h v
F(v)�W, v

F(v) i
ac-

count for the remaining simplifications that allow us to rewrite equation (1.21) under the
form

gv(x,y) =
1�hW,W i

h v
F(v)�W, v

F(v) i

⇣
hx,yi

1�hW,W i +
hW,xihW,yi
(1�hW,W i)2

⌘

�
hW, v

F(v) i
h v

F(v)�W, v
F(v) i3

⇣
hx, v

F(v)i+
hW,xihW, v

F(v) i
1�hW,W i

⌘⇣
hy, v

F(v)i+
hW,yihW, v

F(v) i
1�hW,W i

⌘
+ hW,xihW,yi

(1�hW,W i)2

= hx,yi
h v

F(v)�W, v
F(v) i

�
hW, v

F(v) ihW,xihW,yi
h v

F(v)�W, v
F(v) i(1�hW,W i)2 +

hW, v
F(v) ihW,xihW,yi

h v
F(v)�W, v

F(v) i(1�hW,W i)2 .

Proposition 1.2.13. Let F be a Randers metric on M with Zermelo data (h·, ·i,W ), v 2 A and
arbitrary vectors x̃ = x+lxv, ỹ= y+lyv, z̃= z+lzv given in terms of x,y,z2 T v

F(v)
F�1({1}),

lx,ly,lz 2 R. Then the Cartan tensor of F is given by

Cv(x̃, ỹ, z̃) =�hx,yihz,vi+ hz,xihy,vi+ hy,zihx,vi
2F2(v)h v

F(v) �W, v
F(v)i2 . (1.25)

Proof. Note that by property of the Cartan tensor we have Cv(x̃, ỹ, z̃) = Cv(x,y,z). Let xt ,yt
be for t 2 R the parts of x,y tangent to F�1({1}) at v+tz

F(v+tz) , explicitly

x = gv+tz(x, v+tz
F(v+tz) )

v+tz
F(v+tz) + xt , (1.26)

y = gv+tz(y, v+tz
F(v+tz) )

v+tz
F(v+tz) + yt . (1.27)

By the previous proposition, gv+tz(xt ,yt) =
hxt ,yti

h v+tz
F(v+tz)�W, v+tz

F(v+tz) i
. Since h v+tz

F(v+tz) �W, v+tz
F(v+tz) �

W i= 1 and dvF = dvF2

2F(v) = gv(
v

F(v) , ·), we may write

∂
∂ t h

v+tz
F(v+tz) �W, v+tz

F(v+tz)i
�1
���
t=0

=� 1
h v

F(v)�W, v
F(v) i2

∂
∂ t

⇣
1+ h v+tz

F(v+tz) �W,W i
⌘���

t=0

=�
hz�gv(

v
F(v) ,z),W i

F(v)h v
F(v)�W, v

F(v) i2 =� hz,vi
F2(v)h v

F(v)�W, v
F(v) i2 ,
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and compute

Cv(x,y,z) = 1
2

∂gv+tz(x,y)
∂ t

���
t=0

= 1
2

∂gv+tz(xt ,yt)
∂ t

���
t=0

= 1
2h v

F(v)�W, v
F(v) i

∂ hxt ,yti
∂ t

���
t=0

� hz,vi
2F2(v)h v

F(v)�W, v
F(v) i2

where, recalling that gv(v,x) = gv(v,y) = gv(v,z) = 0,

∂ hxt ,yti
∂ t

���
t=0

= ∂
∂ t

⇣
gv+tz(x, v+tz

F(v+tz) )h
v+tz

F(v+tz) ,yi+gv+tz(y, v+tz
F(v+tz) )hx,

v+tz
F(v+tz)i

+gv+tz(x, v+tz
F(v+tz) )gv+tz(y, v+tz

F(v+tz) )h
v+tz

F(v+tz) ,
v+tz

F(v+tz)i
⌘���

t=0

=� gv(x,z)hy,vi+gv(y,z)hx,vi
F2(v) .

Conclude by gv(·,z) = h·,zi
h v

F(v)�W, v
F(v) i

for x,y using again the previous proposition.

Though we will later prove in equation (2.5) a version of one of these propositions for general
pseudo-Finsler metrics, the case of Randers metrics is worth noting for being computable
directly with relatively few steps in terms of the Zermelo data.

The general case follows essentially the same outline for the Cartan tensor Cv(x,y,z) =
(∂̇g(x,y))v(z) = ∂

∂ t gv+tz(x,y)|t=0 of the fundamental metric tensor g associated to L by de-
composing the entries x and y along the direction v+ tz, by definition gv+tz-orthogonal to the
indicatrix of g in the fibre Tp(v)M. There, we can use the previous expression of g for vectors
tangent to the indicatrix on one part of the expression, and vanish the rest when evaluating at
t = 0.

That of the fundamental metric tensor g itself is somewhat more subtle. The particularity
of the Randers metrics is that the indicatrix S of L = F2 is a Euclidean sphere for the inner
product h·, ·i of the Zermelo data. Along the vector v

F(v)�W h·, ·i-orthogonal to S at v
F(v) , this

product is incidentally the second fundamental form of S, which as recalled in Proposition 2.3
is related by a proportionality factor of precisely h v

F(v) �W, v
F(v)i to its second fundamental

form along v itself. Equation (1.24) suggests �gv is that second fundamental form. The more
general proof consists of a sort of shortcut, in which we show this fact directly, at the cost
of ending up with a more obscure expression which does not follow from a naive, intuitive
approach.

Naturally, expressing g and 2C = ∂̇g in terms of the second fundamental form of the indicatrix
S of L is, in hindsight, the best we could do; if we allow S to take any convex shape beside the
Euclidean sphere of some specified inner product, then we must embrace the full generality
of our somewhat less transparent equation (2.5). Hopefully, in light of equations (1.24) and
(1.25), their incidental nature should feel less arbitrary.

1.3 Anisotropic tensor calculus

In this section, let us review elementary notions of anisotropic linear connections, anisotropic
tensor derivation and anisotropic curvature tensor associated to a connection.

First recall that ∂
∂xi as a differential operator does not generally define on its own the dif-

ferentiation of a vector field Y = Y j ∂
∂x j along another X = Xi ∂

∂xi by the mere differentiation
of the coordinate coefficient Y j, as indeed Y j = dx j ·Y = ∂x j

∂ x̄k dx̄k ·Y = ∂x j

∂ x̄k Ȳ k and similarly
Xi = ∂xi

∂ x̄l X̄ l for a generic alternative set of local coordinate functions x̄i by the transformation
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rule (1.9), and thus by (1.10) we have

X(Y j) ∂
∂x j = Xi ∂Y j

∂xi
∂

∂x j = Xi ∂x j

∂ x̄k
∂Ȳ k

∂xi
∂

∂x j +XiȲ k ∂ 2x j

∂xi∂ x̄k
∂

∂x j = X̄ l ∂Ȳ k

∂ x̄l
∂

∂ x̄k + X̄ lȲ k ∂ 2x j

∂ x̄l∂ x̄k
∂ x̄m

∂x j
∂

∂ x̄m .

A more robust differentiation formula would therefore require coefficients Gm
lk capable of

absorbing the ∂ 2x j

∂ x̄l∂ x̄k
∂ x̄m

∂x j term into an expression satisfying the coordinate transformation rule

Xi ∂Y j

∂xi
∂

∂x j +XiY jGk
ij

∂
∂xk = X̄ i ∂Ȳ j

∂ x̄i
∂

∂ x̄ j + X̄ iȲ jḠk
ij

∂
∂ x̄k . (1.28)

The map (X ,Y ) 7! Xi ∂Y j

∂xi
∂

∂x j +XiY jGk
ij

∂
∂xk typically denoted by — : (X ,Y ) 7! —XY , or alter-

natively the 1-form Y 7! ( ∂Y j

∂xi
∂

∂x j +Y jGk
ij

∂
∂xk )dxi denoted by Y 7! —Y , defines a connection,

or covariant derivation, for every choice of such coefficients Gk
ij, and all connections can be

defined in this way in terms of local coordinate coefficients.

The most sparing definition of anisotropic connections is to then replace the coefficients
Gk

ij 2C•(M), also known as Christoffel symbols, with anisotropic coefficients Gk
ij 2C•(T M)

such that —XY need not be constant on each tangent space. This provides us with the degree of
freedom required for the almost g-compatible condition (equivalently the metric-preserving
condition —g = 0 defined later), which reads for each admissible v with a (locally admissible)
extension V 2 X(M) and in the neighbourhood of p(v)

XgV (Y,Z) = gV (—V
XY,Z)+gV (Y,—V

X Z)+2CV (Y,Z,—V
XV ) , (1.29)

and would otherwise be doomed by the mere fact that, a priori, the sum of the first two terms
gv(wY ,Z) + gv(Y,wZ) of the right hand side is not constant when varying v in its tangent
space for a fixed choice of wY ,wZ 2 Tp(v)M, while XgV (Y,Z)� 2CV (Y,Z,—V

XV ) is, at p(v),
independent of the choice of extension V . Indeed, similarly to (1.13), we can compute

XgV (Y,Z)�2CV (Y,Z,—V
XV ) = Xi ∂gV (Y,Z)

∂xi �Xi ∂V j

∂xi
∂g(Y,Z)

∂y j |V
| {z }

Xi ∂ 0g(Y,Z)
∂xi |V

�XiV jGk
ij(V ) ∂g(Y,Z)

∂y j |V . (1.30)

For the same reason, no choice of torsion-free anisotropic coefficients Gk
ij 2 C•(T M) can

systematically overcome the dependence of XgV (Y,Z) at p(v) on the choice of extension V
to obtain a g-compatibility condition not featuring a Cartan tensor term in —v

XV . The best we
can hope for is equation (1.29).

The Koszul formula resulting from (1.29) produces 2Gk
ijgkl =

dglj
dxi +

dgil
dx j �

dgij
dxl immediately,

see (1.40), replacing ∂
∂xi of the classical coordinate expression for the coefficients of the Levi-

Civita connection, as promised, by d
dxi =

∂ 0

∂xi �y jGk
ij

∂
∂yk acting on C•(T M). Proposition 1.2.7

suffices to then solve for

d
dxi =

∂
∂xi +(2ypyqg j

pqCk
ij � y jgk

ij)
∂

∂yk

where gk
ij stands for the formal classical Christoffel symbols gkl

2 (
∂gkj
∂xi +

∂gik
∂x j �

∂gij
∂xk ).

This fortunate conjunction allows for a sketch of proof essentially identical to the Riemannian
case, throughout. Furthermore, the occurrence of d

dxi is far from a coincidence as it, rather
unsurprisingly after all, also appears in the coefficients of the curvature tensor associated to
the Chern connection, taking the shape of the familiar expression involving w^w , see (1.52),
where w is the connection form with coefficient expansion wk

j = Gk
ijdxi.
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1.3.1 Anisotropic Linear connections

Let us define connections more rigorously by listing its defining properties axiomatically,
making abstraction of local coordinates. Recall for the following definition that A (for ad-
missible) designates an open set of the slit tangent bundle, but note that in order to define a
connection it need not be a conic subset. Since we will later use a metric-preserving connec-
tion, we will however require that A be the domain of definition of the pseudo-Finsler metric
when defining the Chern connection.

Definition 1.3.1. Anisotropic linear connections, denoted here generically by —, take as input
X ,Y 2X(M) and produce the anisotropic vector field —XY , evaluating at each admissible v2
A as —v

XY 2 Tp(v)M, and satisfying the following conditions: for Z 2 X(M) and f 2C•(M),

1. —vY is C•(M)-linear:

—v
X+ZY = —v

XY +—v
ZY ,

—v
f XY = f (p(v))—v

XY ,

2. —v
X is a derivation:

—v
X(Y +Z) = —v

XY +—v
X Z ,

—v
X( fY ) = (X f )Y (p(v))+ f (p(v))—v

XY . (1.31)

For local representations X = Xi ∂
∂xi and Y = Y i ∂

∂xi , we can verify the decomposition (1.28)

—v
XY = —v

Xi ∂
∂xi

Y = Xi(p(v))—v
∂

∂xi
Y = Xi(p(v))—v

∂
∂xi
(Y j ∂

∂x j )

= Xi(p(v)) ∂Y j

∂xi (p(v)) ∂
∂x j (p(v))+Xi(p(v))Y j(p(v))Gk

ij(v)
∂

∂xk (p(v)) , (1.32)

where the anisotropic Christoffel symbols Gk
ij 2C•(T M) are given by:

—v
∂

∂xi

∂
∂x j = Gk

ij(v)
∂

∂xk (p(v)) .

As a result, concordantly to what was mentioned earlier, — is completely determined by the
Christoffel symbols Gk

ij, and each choice of such coefficients locally defines a connection in
the coordinate neighbourhood.

Note that the expression for (1.32) is independent of the values of X away from p(v), we
shall write —v

XY and —v
X(p(v))Y interchangeably to emphasize this fact accordingly.

Definition 1.3.2. The Lie brackets [·, ·] stand for the commutator of X(M) acting as a set of
derivations on C•(M), in the sense that, given X ,Y 2 X(M) and f 2C•(M), we have

[X ,Y ]( f ) = X(Y ( f ))�Y (X( f )) .

In local coordinates, [X ,Y ] is the vector field
⇣

Xi ∂Y j

∂xi �Y i ∂X j

∂xi

⌘
∂

∂x j (1.33)

due to the commutativity of the differential operator ∂ 2

∂xi∂x j =
∂

∂xi � ∂
∂x j on C•(M). Reversing

the indices of the coefficients Gk
ij as Gk

ji in the decomposition of —XY defines a connection,
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namely

Xi ∂Y j

∂xi
∂

∂x j +XiY jGk
ji

∂
∂xk = (Xi ∂Y j

∂xi �Y i ∂X j

∂xi )
∂

∂x j| {z }
[X ,Y ]

+Y j ∂Xi

∂x j
∂

∂xi +XiY jGk
ji

∂
∂xk| {z }

—Y X

.

Torsion is the difference between them, that is,

—XY �—Y X � [X ,Y ] = XiY j(Gk
ij �Gk

ji)
∂

∂xk ,

measuring the failure of the coefficients Gk
ij of — to be symmetric in its lower indices, or

equivalently the failure to be commutative for vector fields with vanishing Lie brackets, such
as the vector fields ∂

∂xi induced by local coordinate functions xi. When the torsion is zero, the
connection is said to be torsion-free.

Any arbitrary connection — with Christoffel symbols Gk
ij can be written as the sum of the

torsion-free connection whose coefficients are 1
2(G

k
ij +Gk

ji) and half the torsion tensor of —.
In that sense, we can identify — with the pair of this torsion-free connection, unique for our
given —, and the torsion of —. The set of anisotropic linear connections can therefore also be
thought of as that of torsion-free anisotropic linear connections perturbed by specified torsion
tensors, in a one-to-one correspondence.

Given an anisotropic linear connection — with local coefficients Gk
ij, we can rewrite the chain

rule (1.13) as follows: for X = ∂
∂xi and an extension V 2 X(M) of v, forcibly nudge ∂V j

∂xi by
V jGk

ij(V ) ∂
∂xk so as to provoke (1.28), for the representation

∂h(V )
∂xi (p(v))

| {z }
X(h(V ))(p(v))

= ∂ 0h
∂xi (v)�

⇣
v jGk

ij(v)
⌘

∂h
∂yk (v)

| {z }
dh
dxi (v)

+
⇣

∂V j

∂xi (p(v))+ v jGk
ij(v)

⌘
∂h
∂y j (v)

| {z }
(∂̇h)v(—v

XV )

(1.34)

more robust across all choices of local coordinates. The first term dh
dxi =

∂ 0h
∂xi � y jGk

ij
∂h
∂yk , man-

ifestly independent from the choice of extension V , shall be written —X h by convention and
shall consist, as in (1.30), of X(h(V )) to which we substract the vertical derivative ∂̇h along
—V

XV = ( ∂V k

∂xi +V jGk
ij(V )) ∂

∂xk .

Definition 1.3.3. For v2 T M with any extension V 2X(M) such that V (p(v))= v, x2 Tp(v)M
and h : T M ! R a smooth anisotropic scalar field of M, let

—v
xh = x(h�V )(p(v))� (∂̇h)v(—v

xV ) (1.35)

Similarly, from (1.14) we can differentiate H(V ) for some choice of V 2 X(M) extending
V (p(v)) = v and obtain along X = ∂

∂xi

—v
X(H(V )) =

⇣
∂Hk(V )

∂xi (p(v))+H j(v)Gk
ij(v)

⌘
∂

∂xk (p(v))

=
⇣

dHk

dxi (v)+H j(v)Gk
ij(v)

⌘
∂

∂xk (p(v))| {z }
—v

X H

+(∂̇H j)v(—v
XV ) ∂

∂x j (p(v))| {z }
(∂̇H)v(—v

XV )

.

By the same convention, the expression highlighted as —v
X H, manifestly independent of the

choice of extension, consists of —v
X(H(V )) to which we rest the vertical derivative term.

Definition 1.3.4. For each admissible v with any locally admissible vector field V such that
V (p(v))= v, x2 Tp(v)M and H : T M ! T M an anisotropic vector field of M such that p �H =



1.3. Anisotropic tensor calculus 23

p , let
—v

xH = —v
x(H �V )� (∂̇H)v(—v

xV ) (1.36)

where the vertical derivative ∂̇H evaluates for any w 2 Tp(v)M as

(∂̇H)v(w) =
∂H(v+ tw)

∂ t

����
t=0

well defined on Tp(v)M.

Having defined the covariant derivative of anisotropic scalar fields and anisotropic vector
fields, respectively anisotropic tensors of type (0,0) and (0,1), let us briefly extend the def-
inition to cover anisotropic 1-forms w , of type (1,0), which is to say the smooth choice of a
1-form wv on the tangent space Tp(v)M for each (admissible) vector v.

Definition 1.3.5. For each admissible v with a locally admissible vector field V such that
V (p(v)) = v, x 2 Tp(v)M and w : T M ! (T M)⇤ an anisotropic 1-form of M, let

—v
xw = —v

xwV � (∂̇w)v(—v
xV )

where the vertical derivative ∂̇w evaluates for any w 2 Tp(v)M as the 1-form on Tp(v)M

(∂̇w)v(w) : x 7! ∂wv+tw(x)
∂ t

����
t=0

whose output is well defined as the derivative of the real-valued single real variable function
t 7! wv+tw(x).

More generally, this construction applies to all anisotropic tensors, and in particular to the
anisotropic metric tensor g. The covariant derivative —X g along X 2X(M) will be that of the
evaluation gV for some V 2 X(M) as an isotropic tensor on M, to which we rest the vertical
derivative (∂̇g)V (·, ·,—V

XV ) = 2CV (·, ·,—V
XV ).

Specifically for the anisotropic metric tensor g, the product rule for computing the derivative
of real-valued single real variable functions allows us to expand in local coordinates

∂gV (X ,Y )
∂xk =

∂XiY jgij(V )
∂xk = ∂Xi

∂xk Y jgij(V )+Xi ∂Y j

∂xk gij(V )+XiY j ∂ 0gij
∂xk |V +XiY j ∂V l

∂xk
∂gij
∂yl |V

=
⇣

∂Xi

∂xk +XlGi
kl(V )

⌘
Y jgij(V )+Xi

⇣
∂Y j

∂xk +Y lG j
kl(V )

⌘
gij(V )+2XiY j

⇣
∂V l

∂xk +V mGl
km(V )

⌘
Cijl(V )

+XiY j
⇣

∂ 0gij
∂xk |V �2V lGm

kl(V )Cijl(V )�Gl
ki(V )glj(V )�Gl

kj(V )gil(V )
⌘

= gV (—V
∂

∂xk
X ,Y )+gV (X ,—V

∂
∂xk

Y )+2CV (X ,Y,—V
∂

∂xk
V )

+XiY j
⇣

∂ 0gij
∂xk �2ylGm

klCijl �Gl
kiglj �Gl

kjgil

⌘
(V ) , (1.37)

using our definition of the Cartan tensor satisfying 2C = ∂̇g, such that

ZgV (X ,Y ) = gV (—V
Z X ,Y )+gV (X ,—V

ZY )+2CV (X ,Y,—V
ZV )

+XiY jZk
⇣

∂ 0gij
∂xk �2ylGm

klCijl �Gl
kiglj �Gl

kjgil

⌘
(V )

= gV (—V
Z X ,Y )+gV (X ,—V

ZY )+2CV (X ,Y,—V
ZV )+(—Zg)V (X ,Y )
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where —g is the tensor defined by its local coefficients

(—Zg)V (X ,Y ) = XiY jZk
⇣

∂ 0gij
∂xk �2ylGm

klCijl �Gl
kiglj �Gl

kjgil

⌘
(V ) .

The same computation is possible for general anisotropic tensors of any type.

Proposition 1.3.6. For every anisotropic tensor s of type (0,b), taking a (locally admissible)
vector field V and a b-tuple (X ,Y, · · · ,Z) of vector fields as input and producing a scalar field
sV (X ,Y, · · · ,Z) as output, the expression

WsV (X ,Y, · · · ,Z)� sV (—V
W X ,Y, · · · ,Z)� sV (X ,—V

WY, · · · ,Z)� · · · � sV (X ,Y, · · · ,—V
W Z)

� (∂̇ s(X ,Y, · · · ,Z))V (—V
WV ) ,

for every anisotropic tensor T of type (1,b), taking a (locally admissible) vector field V and
a b-tuple (X ,Y, · · · ,Z) of vector fields as input and producing a vector field TV (X ,Y, · · · ,Z)
as output, the expression

—V
W TV (X ,Y, · · · ,Z)�TV (—V

W X ,Y, · · · ,Z)�TV (X ,—V
WY, · · · ,Z)� · · · �TV (X ,Y, · · · ,—V

W Z)

� (∂̇T (X ,Y, · · · ,Z))V (—V
WV )

and more generally, when some or all of the inputs are 1-forms a,b , · · · instead, the similar
expression

—V
W TV (a,b , · · · ,X ,Y, · · · ,Z)�TV (—V

W a,b , · · · ,X ,Y, · · · ,Z)�TV (a,—V
W b , · · · ,X ,Y, · · · ,Z)

� · · · �TV (a,—V
W b , · · ·—V

W X ,Y, · · · ,Z)�TV (a,—V
W b , · · · ,X ,—V

WY, · · · ,Z)� · · ·
�TV (a,—V

W b , · · · ,X ,Y, · · · ,—V
W Z)� (∂̇T (a,—V

W b , · · · ,X ,Y, · · · ,Z))V (—V
WV )

all define tensors.

Note that in the case of a tensor of type (0,0), that is to say an anisotropic scalar field h, this
definition is consistent with our earlier definition (1.35) and justifies the notation —h.

Definition 1.3.7. Let —T : (V,W,X ,Y, · · · ,Z) 7! (—W T )V (X ,Y, · · · ,Z) denote that tensor.

By the definition (1.36) we may also write it as

—V
W T (X ,Y, · · · ,Z)�TV (—V

W X ,Y, · · · ,Z)�TV (X ,—V
WY, · · · ,Z)� · · ·�TV (X ,Y,—V

W Z) ,

taking on the appearance of an isotropic expression when considering the anisotropic function
of V

—W T (X ,Y, · · · ,Z)�T (—V
W X ,Y, · · · ,Z)�T (X ,—V

WY, · · · ,Z)� · · ·�T (X ,Y,—V
W Z) .

In relation with the anisotropic metric tensor g, defined on a set of admissible vectors, we
need only require that the evaluation Tv of an anistotropic tensor T be defined for each ad-
missible v, and the evaluation TV for a locally admissible V on the neighbourhood where it
is admissible. To make clear that this is not an issue, we shall evaluate expressions at a point
whenever practical.

1.3.2 The Chern connection

Consider differentiating gV (X ,Y ) = gV (Xi ∂
∂xi ,Y j ∂

∂x j ) = XiY jgij(V ) as a smooth function on
M along Z = Zk ∂

∂xk . By nudging as in (1.34) the terms featuring ∂Xi

∂xk , ∂Y j

∂xk and ∂V l

∂xk into
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the coordinate representations of —ZX , —ZY and —ZV . Let v be an admissible vector, and
x,y,z 2 Tp(v)M. For a locally admissible vector field extension V of v and vector fields X and
Y extending x and y, recall from (1.37) that by definition of —g

zgV (X ,Y ) = gv(—v
zX ,y)+gv(x,—v

zY )+2Cv(x,y,—v
zV )+(—zg)v(x,y) (1.38)

for every choice of an anisotropic linear connection —. By substituting the variables, we also
have for any vector field extension Z of z

xgV (Z,Y ) = gv(—v
xZ,y)+gv(z,—v

xY )+2Cv(z,y,—v
xV )+(—xg)v(z,y)

ygV (X ,Z) = gv(—v
yX ,z)+gv(x,—v

yZ)+2Cv(x,z,—v
yV )+(—yg)v(x,z) ,

which means

xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )� (—xg)v(z,y)� (—yg)v(x,z)
+(—zg)v(x,y)�2Cv(z,y,—v

xV )�2Cv(x,z,—v
yV )+2Cv(x,y,—v

zV )

= gv(—v
xZ �—v

zX ,y)+gv(—v
xY +—v

yX ,z)+gv(X ,—v
yZ �—v

zY )

where —v
xY �—v

yX = [X ,Y ]|p(v) +Torv(x,y) and —v
xY +—v

yX = 2—v
xY +[Y,X ]|p(v) +Torv(y,x)

for Tor the torsion tensor associated to —, therefore

xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )� (—xg)v(z,y)� (—yg)v(x,z)
+(—zg)v(x,y)+gv([Z,X ]+Torv(z,x),y)+gv(x, [Z,Y ]+Torv(z,y))

+gv([X ,Y ]+Torv(x,y),z)�2Cv(z,y,—v
xV )

�2Cv(x,z,—v
yV )+2Cv(x,y,—v

zV ) = 2gv(—v
xY,z) .

For torsion-free connections — such that —g = 0, all that remains is (1.39).

Theorem 1.3.8 (Koszul Formula). Let v be an admissible vector, and V,X ,Y,Z 2X(M) with
V locally admissible such that V (p(v)) = v and x,y,z their respective image at p(v). Torsion-
free anisotropic linear connections — satisfying —g = 0 necessarily satisfy

2gv(—v
xY,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)
�2Cv(z,y,—v

xV )�2Cv(x,z,—v
yV )+2Cv(x,y,—v

zV ) . (1.39)

Note that the right hand side is C•(M)-linear in X , noting that

gv([Z, f X ],y) = (df · z)gv(x,y)+gv([Z,X ],y)

cancels out the extra term from

�zgV ( f X ,Y ) =�(df · z)gv(x,y) ,

and similarly for gv([ f X ,Y ],Z) and ygV (X ,Z), while setting Y to fY in (1.39) establishes by
similar cancellations that any operator that satisfies the Koszul formula is a derivation for
which the Leibniz rule (1.31) holds. Such a connection can be shown to be unique, and in
that sense it is the anisotropic analogue to the Levi-Civita connection.

Corollary 1.3.9. There exists a unique torsion-free anisotropic linear connection satisfying
—g = 0.
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Proof. As mentioned, it suffices that — satisfies the Koszul formula for it to necessarily be
an anisotropic linear connection. By property of the Cartan tensor, from (1.39)

2gv(—v
xV,z) = xgV (Z,V )+ vgV (X ,Z)� zgV (X ,V )

+gv([Z,X ],v)+gv(x, [Z,V ])+gv([X ,V ],z)�2Cv(x,z,—v
vV ) ,

and furthermore from (1.39)

2gv(—v
vV,z) = 2vgV (V,Z)� zgV (V,V )+2gv([Z,V ],v) ,

the right side of which is independent from —, uniquely determining —v
vV by non-degeneracy,

which uniquely determines —vV by reinserting into the previous equation, and finally —v by
reinserting into (1.39).

Local coordinate computations can be performed in order to obtain the Christoffel symbols
Gk

ij of the Chern connection:

2gV
�
—V

∂
∂xi

∂
∂x j ,

∂
∂xk

�
= 2gV

�
Gl

ij(V ) ∂
∂xl ,

∂
∂xk

�
= 2Gl

ij(V )glk(V ) ,

and therefore
2Gl

ij(V )glk(V ) =
dgkj
dxi (V )+ dgik

dx j (V )� dgij
dxk (V ) , (1.40)

solving for Gl
ij(V ) in terms of the differential operators d

dxk |V = ∂
∂xk |V �V lGm

kl(V ) ∂
∂ym , up to

applying the coefficients glk of the matrix inverse to glk, such that

Gl
ij =

glk

2

⇣
dgkj
dxi +

dgik
dx j �

dgij
dxk

⌘
. (1.41)

We can in turn solve for d
dxi by contracting the expression using from Proposition 1.2.7 the

property CV (V, ·, ·) = CV (·,V, ·) = CV (·, ·,V ) = 0, under the form V iCijk(V ) = V jCijk(V ) =
V kCijk(V ) = 0. We have

2V jGl
ij(V )glk(V ) =V j

⇣
∂gkj
∂xi +

∂gik
∂x j �

∂gij
∂xk �V lGm

jl (∂̇gik)(
∂

∂xm )
⌘
(V )

2V iV jGl
ij(V )glk(V ) =V iV j

⇣
∂gkj
∂xi +

∂gik
∂x j �

∂gij
∂xk

⌘
(V ) , (1.42)

solving to

2V jGl
ij(V )glk(V ) = 2V j

⇣
∂gkj
∂xi +

∂gik
∂x j �

∂gij
∂xk �V lgmn � ∂gnl

∂x j +
∂g jn
∂xl � ∂g jl

∂xn

�
Cikm

⌘
(V ) .

Definition 1.3.10. Let us call the Chern connection — of a pseudo-Finsler manifold (M,L)
this unique torsion-free anisotropic linear connection satisfying the condition —g = 0 for the
anisotropic metric tensor g associated to L.

Note the similarity of (1.41) with the coefficients of the Levi-Civita connection of Rieman-
nian manifolds. In hindsight, little effort is required to generalise to pseudo-Finsler man-
ifolds, as the groundwork of establishing a Koszul formula is already laid and practically
unveils its local coefficients up to the cancelling property of the Cartan tensor while con-
tracting to (1.42). Working in reverse from these relatively simple expressions, we may for
instance check the following homogeneity property of the Chern connection.

Proposition 1.3.11. The Chern connection — of a pseudo-Finsler manifold satisfies —v =—lv

for each admissible v and positive scalar l .
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Proof. For l positive, by homogeneity of g and C if —v satisfies the Koszul formula (1.39)
then so does —lv satisfy

2gv(—lv
x Y,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)

�2Cv(z,y,—lv
x V )�2Cv(x,z,—lv

y V )+2Cv(x,y,—lv
z V ) ,

and as explained before we obtain that —v = —lv.

This trick will be used again to derive the Gauss formula (Theorem 2.1.10) and its dual
(equation (3.49) of Lemma 3.1.27).

Evidently, the Chern connection is not the only connection of interest in the study of pseudo-
Finsler manifolds. Particularly relevant is the fact that the contraction (1.42) of the Christof-
fel symbols of the Chern connection eliminates the Cartan tensor terms due to its cancelling
property. Therefore the Euler-Lagrange equation (1.47) describing geodesics can work with
the naive choice of formal Christoffel symbols inspired by those of the Levi-Civita connec-
tion blindly applied to the anisotropic metric tensor, as they appear on the right hand side of
(1.42). Though these coefficients do not define a connection, one way to artifically force a
torsion-free connection —̄ (called the Berwald connection) is to take its coefficients to be

Ḡk
ij =

1
2 ∂̇i∂̇ j(ymynGk

mn) =
1
2

⇣
(∂̇ jym)ynGk

mn + ym(∂̇ jyn)Gk
mn + ymyn∂̇ jGk

mn

⌘

= ∂̇i(ynGk
nj)+

1
2 ∂̇i(ymyn∂̇ jGk

mn) = Gk
ij +

1
2 yn(∂̇iGk

nj + ∂̇ jGk
in)+

1
2 ymyn∂̇i∂̇ jGk

mn ,

which can be easily proved to satisfy the same homogeneity property Ḡk
ij(lv) = Ḡk

ij(v). As
was rather expected, however, —̄ does not satisfy the metric-preserving condition, and —̄g is
generally not the zero tensor.

The Berwald connection was not mentioned in vain: the homogeneity properties Gk
ij(lv) =

Gk
ij(v) and Ḡk

ij(lv) = Ḡk
ij(v) differentiate with respect to l yielding yl ∂̇lGk

ij = yl ∂̇lḠk
ij = 0, such

that the coefficients of the so called Berwald tensor

∂̇lḠk
ij = ∂̇lGk

ij +
1
2(∂̇iGk

lj + ∂̇ jGk
il)+ ym∂̇i∂̇ jGk

lm + 1
2 ym∂̇l(∂̇iGk

mj + ∂̇ jGk
im)+

1
2 ymyn∂̇i∂̇ j∂̇lGk

ij

contract to
0 = yl ∂̇lḠk

ij =
1
2 yl(∂̇iGk

lj + ∂̇ jGk
il)+ ylym∂̇i∂̇ jGk

lm

and further to
0 = yiy j∂̇lGk

ij . (1.43)

The coefficients XlV iV j∂̇lGk
ij(V ) correspond to the derivative at 0 of t 7! —V+tX

V V . We may
thus phrase the result in terms of the vertical derivative P of the connection.

Definition 1.3.12. Let P denote the tensor defined for v admissible and x,y,z 2 Tp(v)M by

Pv(x,y,z) = xiy jzl ∂̇lGk
ij(v)∂k|p(v)

or, equivalently, for any choice of a vector field extension Y of y

Pv(x,y,z) = ∂
∂ t —v+tz

x Y
���
t=0

.
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We may rephrase (1.43) as
Pv(v,v, ·) = 0 . (1.44)

This equation will provide a very useful simplification in Chapter 3, notably in the proof
of Corollary 3.2.16. We will also make profuse use of the following identity when proving
Proposition 3.2.6.

Lemma 1.3.13. Let H be an anisotropic vector field. For each admissible v and x 2 Tp(v)M,

(∂̇ (—xH))v = Pv(x,Hv, ·)+(—x(∂̇H))v � (∂̇H)v(Pv(x,v, ·)) . (1.45)

Proof. For y 2 Tp(v)M, a locally admissible extension V of v and vector field extensions X
and Y of x and y, by (1.36)

(∂̇ (—xH))v(y) = ∂
∂ t —v+ty

x H
���
t=0

= ∂
∂ t

⇣
—v+ty

x HV+tY � (∂̇H)v+ty(—v+ty
x (V + tY ))

⌘���
t=0

= Pv(x,Hv,y)+—v
x((∂̇H)V (Y ))� (∂̇ (∂̇H))v(—v

xV,y)� (∂̇H)v(Pv(x,v,y))� (∂̇H)v(—v
xY ) .

Conclude by symmetry of second order derivative from the definition of —(∂̇H) under the
form

(—x(∂̇H))v(y) = —v
x(∂̇H)V (Y )� (∂̇H)v(—v

xY )� (∂̇ (∂̇H))v(y,—v
xV ) .

The same computations performed with different building blocks that nevertheless produce
the same geometry can be wildly more complicated than they need to be, and it is therefore
of capital importance to carefully make the choices that will simplify our calculations the
most. The Chern connection is such a building block. With a clear idea of which connection
to define in the first place, and a good understanding of the properties of the Cartan tensor,
the otherwise obscure relevance of the operator d

dxi and its intricate expression independently
of Gk

ij become straightforward.

1.3.3 Geodesics

Denoting by — the Chern connection of a pseudo-Finsler manifold (M,L), the unique torsion-
free and metric-preserving covariant differentiation, consider smooth curves g : R! M, and
its velocity ġ . Whether g is self-parallel with respect to —, that is to say, whether

—ġ(t)
ġ(t)ġ = 0 (1.46)

holds is a property called geodesicity.

Note that, strictly speaking, this expression is only well defined as —v
vV = 0 for a vector

field extension V of ġ and v = ġ(t); this is only a minor quibble. One could first define the
covariant derivative along curves or use the well-defined local coordinate expression (1.47)
differentiating along the curve’s parameter, and reserve the — notation for regular curves that
can be extended in this way. Thereafter, all things considered, we may extend ġ(t) locally to
a geodesic vector field (a vector field V satisfying —V

VV , which exists uniquely as a solution
to the differential equation (1.47)). Then V would incidentally extend ġ , locally at least. For
that reason, let us take the liberty to use the — notation directly, at the expense perhaps of
implicitly defining it rigorously from (1.47) rather than the other way around.

A curve satisfying (1.46) shall be referred to as a geodesic of M with respect to the metric
L. Since the property is local, we typically only consider some arc of g at a time, let us
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therefore also take the liberty to leave real intervals out altogether, for simplicity, while a
more rigorous approach would admittedly demand that one considers the fact that geodesics
do not systematically extend to the whole number line in general (that they would extend in
this way is a restrictive condition, referred to as geodesic completeness). For the time being,
implicitly restrict R! M to some generic interval to obtain the most general formulation.

Proposition 1.3.14. For each non-zero v 2 T M, there exists a geodesic g , unique up to
reparametrisation, verifying ġ(t) = v for some t 2 R.

Proof. A curve g : t 7! g(t) is said to satisfy the geodesic equation when its real-valued single
real variable local coordinate coefficients g i satisfy

d2gk(t)
dt2 + dg i(t)

dt
dg j(t)

dt Gk
ij(ġ) = 0 (1.47)

for k 2 J1,nK, which consists of a system of second order homogeneous ordinary differential
equations in g , with initial conditions g(t) = p(v) and ġ i(t) = dxi · v. After reducing it to
a first order equation in ġ , by the Cauchy-Lipschitz existence and uniqueness theorem, the
system of equations is satisfied by a set of tangent vectors along a unique path.

Consider the exponential map exp: T M !M, extended to the set 0 of zero vectors as exp |0 =
p : T M ! M and otherwise sending v 2 T M to exp(v) = gv(1) along the unique geodesic gv
satisfying the initial conditions gv(0) = p(v) and ġv(0)= v and parametrised such that gġ(ġ, ġ)
is constant, which the previous proposition guarantees to exist. As mentioned before, in all
rigour exp is to be implicitly restricted to a neighbourhood of 0 2 Tp(v)M at each point such
that gv(t +1) is defined, since geodesics need not in general extend indefinitely.

Definition 1.3.15. Being g any geodesic of (M,L) parametrised such that gġ(ġ, ġ) is constant,
exp maps ġ(t) to g(t +1).

The name comes from a collision with group theory, in particular the differentiable manifold
M =R\{0} which is a group with abelian group operation (p,q) 7! pq. Since this operation
as well as the inverse map p 7! 1

p are smooth, this gives M the structure of a Lie group. The
trivial inner product g1 : (v,w) 7! vw at the identity extends uniquely to gx =

1
x2 g1 at each

point x of the connected component with action f : p 7! xp by

g1(v,w) = g f (1)(df · v,df ·w) = gx(xv,xw) = x2gx(v,w) ,

inducing the Riemannian metric v 7! |v|
p invariant under left translation by the group op-

eration. The only path through 1 with prescribed derivative v is t 7! 1 + tv. The speed
t 7! |v|

1+tv integrates on [0,t] ⇢ R to s = |v|
v ln(1 + tv), which solves to 1 + tv = es v

|v| for
the arclength parametrisation s 7! es v

|v| . The reparametrisation g : t 7! etv still satisfies that
getv(vetv,vetv) = v2 is constant, such that exp(v) = exp(ġ(0)) = g(1) = ev.

Proposition 1.3.16. exp is continuously differentiable, and smooth away from the zero sec-
tion. The differential at the zero section is the identity map.

Proof. For the second assertion, given a non-vector v the function of a single real variable
t 7! exp(tv) is the geodesic through p(v) with velocity v and therefore differentiates at 0 to
dexp ·v = v. For the first assertion, proceeding as in section 5.3 of [21].

Definition 1.3.17. A locally admissible vector field V satisfying —V
VV = 0, or whose integral

lines g : R! M, such that ġ = V � g , verify equivalently the geodesic equation (1.46), shall
be referred to as a geodesic vector field with respect to the connection —.
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Proposition 1.3.18. For each admissible v and being — an anisotropic connection on M.
There exists a choice of extension V 2 X(M) such that every w 2 Tp(v)M satisfies

—v
wV = 0 . (1.48)

Proof. For local coordinates (x1, · · · ,xi) around p = p(v), we may decompose each w =
wi ∂

∂xi = wi∂i and obtain by linearity that —v
wV will be zero for each of them provided

—v
∂i

V = 0

for each i 2 J1,nK. For each index i, consider the path gi sending t from some arbitrarily small
interval about 0 to the point with coordinates (x1(p), · · · ,xi�1(p),xi(p)+ t,xi+1(p), · · · ,xn),
essentially tracing the ith coordinate line through p(v), and define the vector field X : t 7!V �
gi(t) along that path. Denote by X j its coefficients in the decomposition X(t) = X j(t) ∂

∂x j |gi(t),
and note how

—v
∂i

V =
⇣

∂V k

∂xi |p + v jGk
ij(v)

⌘
∂k =

⇣
dX j(t)

dt +X j(t)Gk
ij(v)

⌘
∂k

is zero if and only if for each j 2 J1,nK

dX j(t)
dt =�X j(t)Gk

ij(v) ,

which constitutes a system of first order homogeneous ordinary differential equations in the
coefficients X j, with initial conditions X j(0) ∂

∂x j |p = v. Therefore, by the Cauchy-Lipschitz
existence and uniqueness theorem, the system of equations is satisfied by a set of coordinate
coefficients that define a unique vector field X along the path gi. We may proceed similarly
from each point of the image of gi along the direction of another index j, then from each
point of the rectangular shape completed in this way along the direction of yet another index
k, and so on until exhausting the indices from 1 to n. We thus obtain coefficients of some
vector field V in the neighbourhood formed by the Cartesian product of the small intervals
on which we defined the paths gi, g j, gk and so on. Using a bump function, this vector field
can be extended arbitrarily near the boundary and outside of this neighbourhood.

That choice will allow us to eliminate vertical derivative terms at one point, while also elimi-
nating derivatives of some expressions in —V

VV when evaluated along the geodesic of v in the
neighbourhood of p(v).

1.3.4 Curvature tensors

Consider for V locally admissible on some neighbourhood and X ,Y 2 X(M) the differential
operator

—V
X �—V

Y (1.49)

well-defined on that neighbourhood. For Z 2 X(M), we can expand classically

—V
X —V

Y Z = Xi ∂Y j

∂xi

� ∂Zl

∂x j +ZkGl
jk(V )

� ∂
∂xl +XiY j � ∂ 2Zl

∂xi∂x j +
∂Zk

∂xi Gl
jk(V )+Zk ∂Gl

jk(V )

∂xi

� ∂
∂xl

+XiY j � ∂Zl

∂x j +ZkGl
jk(V )

�
Gm

il (V ) ∂
∂xm ,

where, as in (1.34), we have

Xi ∂Gl
jk(V )

∂xi = Xi
✓

∂ 0Gl
jk

∂xi (V )+ ∂V m

∂xi
∂Gl

jk
∂ym (V )

◆
= Xi dGl

jk
dxi (V )+(∂̇Gl

jk)V (—V
XV ) ,
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and can then compute the Riemann curvature tensor associated to —V : (X ,Y ) 7! —V
XY as

—V
X —V

Y Z �—V
Y —V

X Z �—V
[X ,Y ]Z

= XiY jZk
⇣ ∂Gm

jk(V )

∂xi � ∂Gm
ik(V )

∂x j +Gl
jk(V )Gm

il (V )�Gl
ik(V )Gm

jl (V )
⌘

∂
∂xm

= Y jZk
⇣

Xi
⇣ dGm

jk
dxi �

dGm
ik

dx j +Gl
jkGm

il �Gl
ikGm

jl

⌘
(V )+((∂̇Gm

jk)V � (∂̇Gm
ik)V )(—V

XV )
⌘

∂
∂xm .

Specifically, let us denote by RV the curvature tensor defined as follows.

Definition 1.3.19. Being (M,L) a pseudo-Finsler manifold and — and anisotropic linear
connection on (M,L), for each admissible v with an extension V locally admissible in the
neighbourhood of p(v) and X ,Y,Z 2 X(M) let

RV (X ,Y )Z = —V
X —V

Y Z �—V
Y —V

X Z �—V
[X ,Y ]Z

on that neighbourhood of p(v).

Recall our definition of the anisotropic tensor P as the vertical derivative of the connection —
in the following sense: being (M,L) a pseudo-Finsler manifold and — and anisotropic linear
connection on (M,L), for each admissible v and X ,Y,Z 2 X(M) with z = Z(p(v))

Pv(X ,Y,Z) = (∂̇ (—XY ))v(Z) = ∂
∂ t —v+tz

X Y
���
t=0

= XiY jZl ∂̇lGk
ij(v)∂k|p(v) . (1.50)

Our definition (1.36) extends — to differentiate anisotropic vector fields, relating the previous
computation of (1.49) to that of the differential operator

—X �—Y (1.51)

which, up to composition by p to lift coefficients from C•(M) to C•(T M), expands into

—X —Y Z = Xi ∂Y j

∂xi

� ∂Zl

∂x j +ZkGl
jk
� ∂

∂xl +XiY j � ∂ 2Zl

∂xi∂x j +
∂Zk

∂xi Gl
jk +Zk dGl

jk
dxi

� ∂
∂xl

+XiY j � ∂Zl

∂x j +ZkGl
jk
�

Gm
il

∂
∂xm ,

giving us

—X —Y Z �—Y —X Z �—[X ,Y ]Z = XiY jZk
⇣ dGm

jk
dxi �

dGm
ik

dx j +Gl
jkGm

il �Gl
ikGm

jl

⌘

| {z }
Rm

kij

∂
∂xm . (1.52)

Definition 1.3.20. Being (M,L) a pseudo-Finsler manifold and — and anisotropic linear
connection on (M,L), for X ,Y,Z 2 X(M) let

R(X ,Y )Z = —X —Y Z �—Y —X Z �—[X ,Y ]Z .

The curvature tensors R and RV are related by

RV (X ,Y )Z = RV (X ,Y )Z +PV (Y,Z,—V
XV )�PV (X ,Z,—V

Y V ) . (1.53)

Since P is tensorial, we can write for each admissible v with any locally admissible extension
V and x,y,z 2 Tp(v)M

Rv(x,y)z = RV
p(v)(x,y)z�Pv(y,z,—v

xV )+Pv(x,z,—v
yV ) . (1.54)
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This identity will be used repeatedly when proving identities such as the Gauss and Codazzi
equations (2.14) and (2.15). This permits the calculation of gv(Rv(x,y)z,w) in isotropic terms,
dependent on the choice of a locally admissible extension V of v. Thus, many computational
steps can be imported straight from Riemannian proofs up to vertical derivative terms such
as the C and P tensors.

Theorem 1.3.21. The anisotropic curvature tensor R associated with the Chern connection
— of a pseudo-Finsler manifold (M,L) exhibits for v 2 A and w,x,y,z 2 Tp(v)M the following
symmetries:

1. Antisymmetry of Rv,
Rv(x,y) = Rv(y,x) , (1.55)

2. Almost skew-symmetry of Rv(x,y),

gv(w,Rv(x,y)z) =�gv(Rv(x,y)w,z)�2Cv(Rv(x,y)v,w,z) , (1.56)

3. Almost symmetry of ((x,y),(z,w)) 7! gv(w,Rv(x,y)z),

gv(Rv(x,y)z,w) = gv(Rv(z,w)x,y)�Cv(z,w,Rv(x,y)v)+Cv(Rv(z,w)v,x,y)
�Cv(Rv(w,x)v,y,z)+Cv(w,x,Rv(y,z)v)�Cv(w,Rv(x,z)v,y)+Cv(x,Rv(w,y)v,z) .

(1.57)

Proof. The first antisymmetry identity (1.55) is trivial, by definition of R. Let vi = dxi · v the
coefficients of v in some local coordinates. For simplicity, let us write ∂

∂xi to denote that for
which we previously reserved the notation ∂ 0

∂xi . Noting that dy j

dxi Gl
jk =�ymGj

imGl
jk, the operator

d
dxi =

∂
∂xi � y jGk

ij
∂

∂yk iterates on anisotropic scalar fields f as

d 2 f
dxidx j =

d
dxi

h
∂ f
∂x j � ykGl

jk
∂ f
∂yl

i

= ∂ 2 f
∂xi∂x j � ymGn

im
∂ 2 f

∂yn∂x j � ymGk
imGl

jk
∂ f
∂yl � yk dGl

jk
dxi

∂ f
∂yl � ykGl

jk
∂ 2 f

∂xi∂yl + ykymGl
jkGn

im
∂ 2 f

∂yl∂yn .

Note that the right hand side commutes in i and j safe for

�ymGk
imGl

jk
∂ f
∂yl � yk dGl

jk
dxi

∂ f
∂yl .

Observe how, consequence of the commutativity of mixed partial derivatives on the mani-
fold T M, we can commute the indices of the iterated operator to the expense of a Cartan
tensor term featuring Rv(·, ·)v, a fact that is easier to spot when ignoring all terms linear in G
which vanish when evaluated at v for some choice of coordinates since it amounts to adding

�vk dGl
ik

dx j (v)
∂ f
∂yl (v)+ vk dGl

ik
dx j (v)

∂ f
∂yl (v) = 0 to d 2 f

dxidx j (v) =
∂ 2 f

∂x j∂xi (v)� vk dGl
jk

dxi (v)
∂ f
∂yl (v). Let us, for

completion’s sake, to nevertheless spell out the commuted expression

d 2 f
dxidx j =

d2 f
dx jdxiz }| {

∂ 2 f
∂x j∂xi � ykGl

jk
∂ 2 f

∂yl∂xi � ymGk
jmGl

ik
∂ f
∂yl � yk dGl

ik
dx j

∂ f
∂yl � ymGn

im
∂ 2 f

∂x j∂yn + ymykGn
imGl

jk
∂ 2 f

∂yn∂yl

+ yk
✓

dGl
ik

dx j �
dGl

jk
dxi +Gm

ikGl
jm �Gm

jkGl
im

◆
∂ f
∂yl .
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For the coefficient functions f = gab of the anisotropic metric tensor g, this amounts to

d 2gab
dxidx j (v)� d 2gab

dx jdxi (v) = 2Cv(Rv(
∂

∂x j ,
∂

∂xi )v, ∂
∂xa ,

∂
∂xb ) . (1.58)

Reinserting the coefficients (1.41) of the Chern connection into those of the associated cur-
vature tensor yields

2gv(
∂

∂xh ,Rv(
∂

∂xi ,
∂

∂x j )
∂

∂xk ) = 2(Rl
kijghl)(v)

=

✓
d (2Gl

jkghl)

dxi � d (2Gl
ikghl)

dx j �2Gl
ik

dghl
dx j +2Gl

jk
dghl
dxi +2Gm

jl ghmGl
ik �2Gm

il ghmGl
jk

◆
(v)

=
⇣

d 2ghk
dxidx j +

d 2gjh
dxidxk �

d 2gjk
dxidxh � d 2ghk

dx jdxi � d 2gih
dx jdxk +

d 2gik
dx jdxh

�Gl
ik

dghl
dx j +Gl

jk
dghl
dxi +Gl

ik
dgjh
dxl �Gl

ik
dgjl
dxh �Gl

jk
dgih
dxl +Gl

jk
dgil
dxh

⌘
(v)

=
⇣

d 2gjh
dxidxk �

d 2gjk
dxidxh � d 2gih

dx jdxk +
d 2gik

dx jdxh +Gl
jk(

dghl
dxi +

dgil
dxh � dgih

dxl )

+Gl
ik(�

dghl
dx j �

dgjl
dxh +

dgjh
dxl )

⌘
(v)+ d 2ghk

dxidx j (v)� d 2ghk
dx jdxi (v)

=
⇣

d 2gjh
dxidxk �

d 2gjk
dxidxh � d 2gih

dx jdxk +
d 2gik

dx jdxh +2(Gm
ihGl

jk �2Gm
jhGl

ik)glm

⌘
(v)

+2Cv(Rv(
∂

∂x j ,
∂

∂xi )v, ∂
∂xh ,

∂
∂xk )

by (1.58), making the difference

gv(
∂

∂xh ,Rv(
∂

∂xi ,
∂

∂x j )
∂

∂xk )�Cv(Rv(
∂

∂x j ,
∂

∂xi )v, ∂
∂xh ,

∂
∂xk )

= 1
2

⇣
d 2gjh

dxidxk �
d 2gjk

dxidxh � d 2gih
dx jdxk +

d 2gik
dx jdxh +2(Gl

ihGm
jk �2Gl

jhGm
ik)glm

⌘
(v)

anti-symmetric in h $ k, and by symmetry of the Cartan tensor adding to the previous equal-
ity the expression commuted in h and k yields

gv(
∂

∂xh ,Rv(
∂

∂xi ,
∂

∂x j )
∂

∂xk )+gv(
∂

∂xk ,Rv(
∂

∂xi ,
∂

∂x j )
∂

∂xh )+2Cv(Rv(
∂

∂xi ,
∂

∂x j )v, ∂
∂xh ,

∂
∂xk ) = 0 ,

proving (1.56). For (1.57), note how we also have

gv(
∂

∂xh ,Rv(
∂

∂xi ,
∂

∂x j )
∂

∂xk )+gv(
∂

∂x j ,Rv(
∂

∂xh ,
∂

∂xk )
∂

∂xi )

�Cv(Rv(
∂

∂x j ,
∂

∂xi )v, ∂
∂xh ,

∂
∂xk )�Cv(Rv(

∂
∂xk ,

∂
∂xh )v, ∂

∂x j ,
∂

∂xi )

= 1
2

⇣
d 2gjh

dxidxk �
d 2gjk

dxidxh � d 2gih
dx jdxk +

d 2gik
dx jdxh +

d 2gkj
dxhdxi � d 2gki

dxhdx j �
d 2ghj

dxkdxi +
d 2ghi

dxkdx j

⌘
(v)

=Cv(Rv(
∂

∂xk ,
∂

∂xi )v, ∂
∂x j ,

∂
∂xh )�Cv(Rv(

∂
∂xh ,

∂
∂xi )v, ∂

∂x j ,
∂

∂xk )

�Cv(Rv(
∂

∂xk ,
∂

∂x j )v, ∂
∂xi ,

∂
∂xh )+Cv(Rv(

∂
∂xh ,

∂
∂x j )v, ∂

∂xi ,
∂

∂xk ) ,

producing again by (1.58) the desired Cartan tensor terms.

One of the most important geometric invariants of a pseudo-Finsler manifold is the flag cur-
vature: the sectional curvature along a plane that contains the vertical variable. The plane is
typically visualised intuitively as a flag and the vertical variable as a flagpole. The flag curva-
ture, dependent on both flag and flagpole, measures the amount by which geodesics deviate
from the flagpole geodesic.
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Definition 1.3.22. Let the flag curvature K of a pseudo-Finsler manifold (M,L) be given for
v 2 A and u 2 Tp(v)M by

Kv(u) =
gv(Rv(v,u)u,v)

gv(u,u)gv(v,v)�gv(u,v)gv(u,v)
, (1.59)

where g is the anisotropic metric tensor associated with L, as defined in (1.16), and R the
anisotropic curvature tensor associated to its Chern connection, as defined in (1.52).

For pseudo-Riemannian manifolds, this invariant reduces to the traditional sectional curva-
ture, and by Shur’s Lemma a Riemannian manifold with scalar sectional curvature has con-
stant sectional curvature. Similar properties are extensively explored in [26] and [43]. The
next chapter will conclude with the expression of the flag curvature of the submanifold of a
Randers-Minkowski space in terms of its Zermelo data.
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Chapter 2

Pseudo-Finsler submanifolds

Progress in the study of pseudo-Finsler submanifolds has been slow in comparison to Rie-
mannian geometry due to the much more demanding complexity of computation. Under-
standing submanifolds is a prerequisite to establishing a classification of pseudo-Finsler man-
ifolds, as it naturally allows the plentiful generation of new manifolds. To overcome the
daunting calculations of the Finslerian setting, a judicious choice of the objects used when
calculating is essential: indeed the classification of Randers manifolds was only feasible once
the Randers metric (the sum of a Riemannian metric with a 1-form of norm strictly less than
1) was expressed in terms of its Zermelo data (another Riemannian metric together with a
vector field with respect to which the Randers indicatrix of unit vectors is the translation
along this vector field of that Riemannian metric’s indicatrix) as done in [27].

The content of this chapter is the object of an article we have recently published [51], in
which we successfully derive the Gauss and Codazzi equations (Theorem 3.1 and Theorem
3.2 of [31], to cite one earlier instance of the equations in previous research papers) under the
forms (2.14) and (2.15) in an index-free formulation of anisotropic tensor calculus (see [46])
more appropriate for our purposes, and furthermore obtain the flag curvature of Randers-
Minkowski spacetimes in terms of Zermelo data.

Definition 2.0.1. A smooth map i : bM ! M of a manifold bM into a higher dimensional am-
bient manifold M is an immersion when the restriction of its differential to the tangent space
at each point p is injective into Ti(p)M.

Recall from elementary differential geometry that immersions are local embeddings, and the
distinction between an immersed manifold and a proper submanifold only occurs globally.

Theorem 2.0.2. There exist adapted local coordinates (x̂1, · · · , x̂k) around any p 2 bM and
(x1, · · · ,xn) around i(p) for which i takes the form

(x̂1, · · · , x̂k) 7! (x1, · · · ,xk,0, · · · ,0) .

When i is the inclusion map of a subset bM ⇢M, up to a topological homeomorphism between
bM and i( bM), we call bM a submanifold of M and its topology is obtained by intersection with

the ambient topology. If (M,L) is a pseudo-Finsler manifold, and bM ⇢ M is a submanifold of
M, then the restriction L| bM of the ambient pseudo-Finsler metric will define a pseudo-Finsler
metric on bM provided the associated anisotropic metric tensor is non-degenerate, in which
case the submanifold is said to be a non-degenerate submanifold.
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FIGURE 2.1: Visual illustration of an immersion.

2.1 Preliminaries

This section reviews the definitions of anisotropic second fundamental forms II and induced
connection —? resulting from decomposing an anisotropic connection — on (M,L) into parts
tangent and g-orthogonal to a non-degenerate submanifold bM ⇢ M, namely such that the
restriction L̂ = L|T bM defined on Â = A\T bM is a pseudo-Finsler metric on bM.

2.1.1 Second fundamental form

Let v 2 A, x 2 Tp(v) bM and Y 2 X(M) such that Y � g is tangent to bM along some curve g such
that ġ(p(v)) = x. Consider for any anisotropic linear connection — of M the local coordinate
decompositions x = xi ∂

∂xi |p(v), Y = Y j ∂
∂xi and

—v
xY = xi

⇣
∂Y k

∂xi |p(v) +Y j(p(v))Gk
ij(v)

⌘
∂

∂xk |p(v) .

Note that xi ∂Y j

∂xi |p(v) only depends on the values of Y along bM since x 2 T bM. That is, given
Ŷ 2 X( bM), we can choose any local extension Y 2 X(M) such that Y | bM = Ŷ and compute
the well-defined —v

xŶ = —v
xY . In that precise sense, — also inadvertedly defines an operator

within bM.

Definition 2.1.1. Assuming bM is a non-degenerate submanifold of (M,L), for v 2 A and
w 2 Tp(v)M, let w>

v 2 Tp(v) bM and w?
v 2 Tp(v)M be the parts of w respectively tangent and

gv-orthogonal to Tp(v) bM, such that w = w>
v +w?

v .

When applying this gv-orthogonal decomposition to both Ŷ and f Ŷ for f 2C•( bM), we have

—v
x f Ŷ = (—v

x f Ŷ )>v +(—v
x f Ŷ )?v .

When combined to the product rule

—v
x f Ŷ = (x f )Ŷ (p(v))+ f (p(v))—v

xŶ ,
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this provides us with the properties

(—v
x f Ŷ )>v = (x f )Ŷ (p(v))+ f (p(v))(—v

xŶ )
>
v , (2.1)

(—v
x f Ŷ )?v = f (p(v))(—v

xŶ )
?
v . (2.2)

Definition 2.1.2. Let
—> : (v,x,Ŷ ) 7! (—v

xŶ )
>
v

be the connection induced on bM by —, satisfying for every z 2 Tp(v) bM

gv((—>)v
xŶ ,z) = gv(—v

xŶ ,z) ,

and
II : (v,x,Ŷ ) 7! (—v

xŶ )
?
v

be the second fundamental form of bM as a pseudo-Finsler submanifold of (M,L), satisfying
for every w 2 Tp(v)M gv-orthogonal to bM

gv(IIv(x,Ŷ ),w) = gv(—v
xŶ ,w) .

Proposition 2.1.3. The maps X 7!X> and X 7!X? sending a vector field X to the anisotropic
vector fields v 7! X>

v and v 7! X?
v are smooth.

Proof. Consider at p2 bM and for some admissible v tangent to bM at p a non-degenerate basis
(e1, · · · ,ek, · · · ,en) of TpM such that the first vectors form a basis (e1, · · · ,ek) of Tp bM and the
last vectors form a basis (ek+1, · · · ,en) of the non-degenerate subspace supplementary to Tp bM
with respect to gv. Such a basis can be locally obtain explicitly by some constant combination
of the vector fields ∂

∂x1 , · · · , ∂
∂xn induced by local coordinates (x1, · · · ,xn) adapted to the sub-

manifold. By applying the Gram-Schmidt process, we may generate a gv0-orthonormal basis
(e1(v0), · · · ,ek(v0), · · · ,en(v0)) for each admissible v0 in the neighbourhood of v such that the
first vectors again form a basis of the space of vertical vectors. Locally,

X>
v0 = Â

i2J1,kK

gv0 (ei(v0),X)
gv0 (ei(v0),ei(v0))

ei(v0)

depends smoothly on v0.

Proposition 2.1.4. The induced connection —> is a well-defined connection on bM, and the
second fundamental form II of bM a well-defined anisotropic tensor.

Proof. —> satisfies equation (2.1), making it a well-defined connection on bM by Definition
1.3.1. Meanwhile, IIv(x,Ŷ ) satisfies (2.2) and is therefore bilinear in x and Ŷ . Consequently,
II is an anisotropic tensor and depends only on the value Ŷ (p(v)), and not on the choice of
extension Ŷ .

Proposition 2.1.5. If — is the Chern connection of (M,L), then so —> is torsion-free and II
is a symmetric anisotropic tensor.

Proof. We have for each admissible v and X ,Y 2 X(M) tangent to bM

[X ,Y ] = —v
XY �—v

Y X = (—v
XY )>v � (—v

Y X)>v + IIv(X ,Y )� IIv(X ,Y ) .
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Recognising [X ,Y ] = (Xi ∂Y j

∂xi �Y i ∂X j

∂xi )
∂

∂x j as tangent along bM, one identifies the tangent part
(—v

XY )>v � (—v
Y X)>v = [X ,Y ] and the gv-orthogonal IIv(X ,Y )� IIv(X ,Y ) = 0.

When bM is a hypersurface, the second fundamental form II may be expressed for each ad-
missible v and vectors x and y all tangent to bM at some point as IIv(x,y) = sv(x,y)w for w
gv-orthogonal to bM and sv(x,y) 2 R.

Proposition 2.1.6. Consider (isotropic) second fundamental forms sw, s̃ w̃ at p of a generic
hypersurface S ⇢ TpM of the tangent space at that point along arbitrary vectors w 2 Tp(v)M \
TvS and w̃ = lw+ s with l 2 R\{0} and s 2 T S. Then

s = ls̃ . (2.3)

Proof. The part of the Levi-Civita connection transverse along w is sw, let r be the remain-
ing part tangent to S. The part of the connection transverse to S along lw+ s is ls̃w+ s̃s,
let r̃ be the remaining part tangent to S. Since s is also tangent to S, we have r = r̃ + s̃s
by identifying the tangent part of either decomposition of the connection. We obtain that the
remaining parts transverse to S must be equal.

2.1.2 Implications for pseudo-Finsler metrics

The restriction of the evaluation gv in a unitary admissible vector v of the anisotropic metric
tensor g associated to an arbitrary pseudo-Finsler metric L to the space tangent to its indicatrix
at v coincides with the second fundamental form of the indicatrix L�1({1})\ Tp(v)M as a
submanifold of the Euclidean space Tp(v)M.

Proposition 2.1.7. For v 2 A, let —̄v be a flat linear connection of the vector space Tp(v)M,
and x,y 2 Tp(v)M. Then, for any extension Y 2 X(Tp(v)M)

gv(x,y) = 1
2

⇣
x(Y (L|Tp(v)M))� (—̄v

xY )(L|Tp(v)M)
⌘
(v) . (2.4)

Proof. Locally, x = a i ∂
∂xi |p(v), y = b i ∂

∂xi |p(v) for a i,b i 2 R and Y = Y i ∂
∂xi � p for Y i 2

C•(Tp(v)M). Write as Ḡk
ij(v) 2 C•(Tp(v)M) the coefficients of —̄v. Then we can compute

the right hand side of (2.4)

1
2

⇣
x(Y (L|Tp (v)M))� (—̄v

xY )(L|Tp(v)M)
⌘
(v)

= a i

2

⇣
∂Y j

∂yi
∂L
∂y j +b j ∂ 2L

∂yi∂y j �
� ∂Y k

∂yi +b jḠk
ij
� ∂L

∂yk

⌘
(v)

= a ib j

2

⇣
∂ 2L

∂yi∂y j � Ḡk
ij

∂L
∂yk

⌘
(v) .

The connection —̄ admits natural coordinates on TpM as a manifold, for which the coefficients
Ḡk

ij(v) are zero at v. In those coordinates, we have obtained

1
2

⇣
x(Y (L|Tp (v)M))� (—̄v

xY )(L|Tp(v)M)
⌘
(v) = a ib j

2
∂ 2L

∂yi∂y j |v ,

whose right hand side is gv(x,y) by definition (1.17) independently of a choice of coordinates.
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Proposition 2.1.8. For each unitary admissible vector v 2 A\L�1({1}) and S = L�1({1})\
Tp(v)M the indicatrix of L in its tangent plane,

gv|Tp(v)S⇥Tp(v)S =�s (2.5)

where s : TvS⇥ TvS ! R such that sv is the second fundamental form of S along v with
respect to the Riemannian (squared) metric h : w 7! gv(w,w).

Proof. Let —̄ be trivial connection of Tp(v)M, that is to say the Levi-Civita connection with
respect to any Euclidean metric. By (2.4), we have for x,y 2 TvS ⇢ Tp(v)M

gv(x,y) =� 1
2(∂̇L)v(s(x,y)v) =�s(v,v)gv(v,v) =�s(x,y)

after eliminating the action, null on L, of vectors tangent to S, being s(x,y)v by definition
the part of —̄v

xY gv-orthogonal to v.

This proposition generalises (1.23), up to (2.3) accounting for the factor h v
F(v) �W, v

F(v)i
�1

coming from
v

F(v) = r v
F(v)

+ h v
F(v) �W, v

F(v)i(
v

F(v) �W ) ,

recalling that h v
F(v) �W, v

F(v) �W i= 1 and where r v
F(v)

is tangent to L�1({1}) at v
F(v) .

2.1.3 The Gauss formula

Let — be the Chern connection of (M,L), and b— that of ( bM, L̂). Let V 2 X(M) with values
in A and X ,Y,Z 2 X(M) tangent to bM and v,x,y,z their image at some point of bM. By the
Koszul formula (1.39), we have

2gv(—v
xY,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)
�2Cv(z,y,—v

xV )�2Cv(x,z,—v
yV )+2Cv(x,y,—v

zV )

and

2gv(b—v
xY,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)
�2Cv(z,y, b—v

xV )�2Cv(x,z, b—v
yV )+2Cv(x,y, b—v

zV ) .

Their difference yields

gv(—v
xY � b—v

xY,z) =�Cv(z,y,—v
xV � b—v

xV )�Cv(x,z,—v
yV � b—v

yV )

+Cv(x,y,—v
zV � b—v

zV ) . (2.6)

By Proposition 1.2.7, we obtain

gv(—v
vV � b—v

vV,z) = 0 .

Therefore, by non-degeneracy, (—v
vV )>v � b—v

vV = 0 or in other words —v
vV � b—v

vV = IIv(v,v).
Thus, setting Y =V in (2.6) gives us

gv(—v
xV � b—v

xV,z) =�Cv(x,z, IIv(v,v)) ,



40 Chapter 2. Pseudo-Finsler submanifolds

allowing us to pin down —� b— as the following tensor.

Definition 2.1.9. Let bQ be the symmetric anisotropic tensor of bM defined for v 2 A\p�1( bM)
and x,y,z 2 Tp(v) bM by

gv( bQv(x,v),z) = �Cv(x,z, IIv(v,v)) ,
gv( bQv(x,y),z) = �Cv(z,y, bQv(x,v))�Cv(x,z, bQv(y,v))+Cv(x,y, bQv(z,v)) (2.7)

uniquely determined by non-degeneracy of gv.

Theorem 2.1.10 (Gauss Formula). bQ verifies —> = b—+ bQ where — is the Chern connection
of (M,L) and b— that of ( bM, L̂). More precisely, let v2 A, x,y2 Tp(v) bM. Then, for all extension
Y 2 X(M) of y,

—v
xY = b—v

xY + bQv(x,y)+ IIv(x,y) . (2.8)

Taking the vertical derivative of (2.8), we can also read the Gauss formula under the form

Pv(x,y, ·) = bPv(x,y, ·)+(∂̇ bQ)v(x,y, ·)+(∂̇ II)v(x,y, ·) , (2.9)

recalling that P and bP are as defined in (1.50). Note that in the anisotropic case we are far from
being able to identify the induced connection —> with b—, and must instead deal with several
additional terms compared with the classical Riemannian or pseudo-Riemannian case.

Lemma 2.1.11. bQ satisfies the following identities for each admissible vector v and vector u
and w tangent to the submanifold:

(i) gv( bQv(u,v),v) = gv( bQv(v,u),v) = 0,

(ii) gv( bQv(u,w),v) =�gv( bQv(u,v),w) =�gv( bQv(v,u),w),

(iii) gv((∂̇ bQ)v(u,v,w),v) = gv((∂̇ bQ)v(v,u,w),v) = 0,

(iv) gv((b—w bQ)v(u,v),v) = gv((b—w bQ)v(v,u),v) = 0.

Proof. The first two identities are a direct consequence of the cancellation of the Cartan
tensor by property of the Cartan tensor. Note that ∂̇ bQ is symmetric in its first two components.
To prove that gv((∂̇ bQ)v(u,v,w),v) is zero, let us compute

∂
∂ t gv+tw( bQv+tw(u,v+ tw),v+ tw)|t=0 = 2Cv( bQv(u,v),v,w)+gv((∂̇ bQ)v(u,v,w),v)

+gv( bQv(u,w),v)+gv( bQv(u,v),w) .

The left hand side and last two terms of the right hand side are zero as mentioned above, the
first term of the right hand side is zero by property of the Cartan tensor and we have

gv((∂̇ bQ)v(u,v,w),v) = 0 .

Note that (b—w bQ)v is symmetric. To prove that gv((b—w bQ)v(u,v),v) is zero, consider a lo-
cally admissible extension V of v tangent to the submanifold and satisfying b—vV = 0 and an
extension U of u also tangent to the submanifold. Discarding the terms in b—vV , we have

w(gV ( bQV (U,V ),V )) = gv((b—w bQ)v(u,v),v)+gv( bQv(b—v
wU,v),v)

whose left hand side and last term of the right hand side are zero as mentioned above.



2.2. The Gauss and Codazzi equations 41

2.2 The Gauss and Codazzi equations

In this part, the anisotropic analogue of the Gauss and Codazzi equations are derived, relating
the parts tangent and g-orthogonal to bM of the anisotropic curvature tensor R associated to
the Chern connection — of (M,L) to terms that only depend on the submanifolds bM.

2.2.1 Submanifold curvature tensors

In order to face the question of the Gauss and Codazzi equations in the next subsection, let
us introduce the following tensors.

Definition 2.2.1. Let —II be the tensor of bM defined for each locally admissible V extending
v 2 A\p�1( bM) and x,y,z 2 Tp(v) bM with any extensions X ,Y,Z 2 X(M) by the relation

(—v
x(II(Y,Z)))

?
v = (—xII)v(y,z)+ IIv(b—v

xY,z)+ IIv(y, b—v
xZ) . (2.10)

Definition 2.2.2. Let — bQ be the tensor of bM defined for V 2X(M) extending v 2 A\p�1( bM)
with values in A and x,y,z 2 Tp(v) bM with any extensions X ,Y,Z 2 X(M)

b—v
x
bQV (Y,Z) = (—x bQ)v(y,z)+ bQv(b—v

xY,z)+ bQv(y, b—v
xZ)+(∂̇ bQ)v(y,z, b—v

xV ) . (2.11)

The following lemma provides an elementary proof in our context of the particular case of
Corollary 2.17 appearing in [50] applied to the torsion-free Chern connection and induced
connection.

Lemma 2.2.3. Let R> the anisotropic curvature tensor associated to the connection —>

induced on bM by the Chern connection — of (M,L), and bR that of the Chern connection b— of
( bM, L̂). Then for v 2 Â and x,y,z 2 Tp(v) bM

R>
v (x,y)z = bRv(x,y)z+(b—x bQ)v(y,z)� (b—y bQ)v(x,z)+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))

+(∂̇ bQ)v(y,z, bQv(x,v))� (∂̇ bQ)v(x,z, bQv(y,v))� bPv(y,z, bQv(x,v))+ bPv(x,z, bQv(x,v)) , (2.12)

where bP is the vertical derivatives of b— in the sense of (1.50).

Proof. Let V,X ,Y,Z 2 X(M) tangent to bM extend v,x,y,z respectively, with V having values
in A. By the decomposition (2.8), we have

(—v
[X ,Y ]Z)

>
v = b—v

[X ,Y ]Z + bQv([X ,Y ],z) , (2.13)

while by symmetry of bQ and our definition (2.11)

(—v
x(—V

Y Z)>V )
>
v =

�b—v
x + bQv(x, ·)

��b—V
Y Z + bQV (Y,Z)

�

= b—v
x
b—V

Y Z + bQv(x, b—v
yZ)+ b—v

x
bQV (Y,Z)+ bQv(x, bQv(y,z))

= b—v
x
b—V

Y Z + bQv(b—v
xY,z)+ bQv(y, b—v

xZ)+ bQv(x, b—v
yZ)

+(b—x bQ)v(y,z)+ bQv(x, bQv(y,z))+(∂̇ bQ)v(y,z, b—v
xV ) .

The same is true when exchanging x,X and y,Y . Therefore,

(R>)Vp(v)(x,y)z = bRV
p(v)(x,y)z+(b—x bQ)v(y,z)� (b—y bQ)v(x,z)

+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))+(∂̇ bQ)v(y,z, b—v
xV )� (∂̇ bQ)v(x,z, b—v

yV ) .
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By (1.54) and (2.8), we have

(R>)Vp(v)(x,y)z = R>
v (x,y)z+P>

v (y,z,(—v
xV )>v )�P>

v (x,z,(—v
yV )>v )

= R>
v (x,y)z+P>

v (y,z, b—v
xV + bQv(x,v))�P>

v (x,z, b—v
yV + bQv(y,v)) ,

while, again by (1.54),

bRV
p(v)(x,y)z = bRv(x,y)z+ bPv(y,z, b—v

xV )� bPv(x,z, b—v
yV ) .

From there, (2.9) implies that bPv+(∂̇ bQ)v is the vertical derivative of —> on Tp(v) bM, conclud-
ing the proof.

2.2.2 Deriving the equations

Theorem 2.2.4 (Gauss and Codazzi Equations). Let v 2 Â, w 2 Tp(v)M gv-orthogonal to
Tp(v) bM and u,x,y,z 2 Tp(v) bM. Let R the anisotropic curvature tensor of the Chern connection
— of (M,L) and bR that of the Chern connection b— of the submanifold ( bM, L̂). Then

gv(Rv(x,y)z,u) = gv(bRv(x,y)z,u)+gv(IIv(x,z), IIv(y,u))�gv(IIv(y,z), IIv(x,u))
+gv((—x bQ)v(y,z)� (—y bQ)v(x,z),u)+2Cv(IIv(x,z), IIv(y,v),u)�2Cv(IIv(y,z), IIv(x,v),u)
+gv(Pv(x,z, IIv(y,v))�Pv(y,z, IIv(x,v)),u)+gv(bPv(x,z, bQv(x,v))� bPv(y,z, bQv(x,v)),u)

+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))+(∂̇ bQ)v(y,z, bQv(x,v))� (∂̇ bQ)v(x,z, bQv(y,v)) , (2.14)

where — bQ is defined in (2.11), and

gv(Rv(x,y)z,w) = gv(IIv(x, bQv(y,z))� IIv(y, bQv(x,z))+(—xII)v(y,z)� (—yII)v(x,z),w)

+gv((∂̇ II)v(y,z, IIv(x,v))� (∂̇ II)v(x,z, IIv(y,v)),w)
+gv(Pv(x,z, IIv(y,v))�Pv(y,z, IIv(x,v)),u) (2.15)

where —II is defined in (2.10).

Proof. Let V a locally admissible extension of v 2 A tangent to bM satisfying b—vV = 0 and
U,X ,Y,Z 2 X(M) respective extensions of u,x,y,z tangent to bM. By (2.8), we have on the
one hand

—v
[X ,Y ]Z = b—v

[X ,Y ]Z + bQv([X ,Y ],Z)+ IIv([X ,Y ],z) ,

while on the other

—v
x—V

Y Z = —v
x
b—V

Y Z +—v
x
bQV (Y,Z)+—v

x(IIV (Y,Z))

= b—v
x
b—V

Y Z + bQv(x, b—v
yZ)+ IIv(x, b—v

yZ)+(b—x bQ)v(y,z)+ bQv(b—v
xY,z)

+ bQv(y, b—v
xZ)+(∂̇ bQ)v(y,z, b—v

xV )+ bQv(x, bQv(y,z))+ IIv(x, bQv(y,z))

(—v
x(IIV (Y,Z)))>v +(—xII)v(y,z)+ IIv(b—v

xY,z)+ IIv(y, b—v
xZ) ,
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and similarly when swapping x,X with y,Y . These combine into

RV
p(v)(x,y)z = bRV

p(v)(x,y)z+(b—x bQ)v(y,z)� (b—y bQ)v(x,z)

+(∂̇ bQ)v(y,z, bQv(x,v))� (∂̇ bQ)v(x,z, bQv(y,v))+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))

+ IIv(x, bQv(y,z))� IIv(y, bQv(x,z))+(—v
xIIV (Y,Z))>v � (—v

yIIV (X ,Z))>v
+(—xII)v(y,z)� (—yII)v(x,z)+((∂̇ II)v(y,z,—v

xV ))?v � ((∂̇ II)v(x,z,—v
yV ))?v .

By (1.54) and (2.9), this means

Rv(x,y)z = bRv(x,y)z+(b—x bQ)v(y,z)� (b—y bQ)v(x,z)

+(∂̇ bQ)v(y,z, bQv(x,v))� (∂̇ bQ)v(x,z, bQv(y,v))+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))

+ IIv(x, bQv(y,z))� IIv(y, bQv(x,z))+(—v
xIIV (Y,Z))>v � (—v

yIIV (X ,Z))>v
+(—xII)v(y,z)� (—yII)v(x,z)+ bPv(y,z, b—v

xV )

� bPv(x,z, b—v
yV )�Pv(y,z,—v

xV )+Pv(x,z,—v
yV )

= bRv(x,y)z+(b—x bQ)v(y,z)� (b—y bQ)v(x,z)+ bQv(x, bQv(y,z))� bQv(y, bQv(x,z))

+ IIv(x, bQv(y,z))� IIv(y, bQv(x,z))+(—v
xIIV (Y,Z))>v � (—v

yIIV (X ,Z))>v
+(—xII)v(y,z)� (—yII)v(x,z)+(∂̇ II)v(y,z, bQv(x,v)+ IIv(x,v))?v
� (∂̇ II)v(x,z, bQv(y,v)+ IIv(y,v))?v �Pv(y,z, bQv(x,v)+ IIv(x,v))

+Pv(x,z, bQv(x,v)+ IIv(x,v)) .

Alternatively, in order to alleviate the computation sparing half the terms, one may instead
use (2.8) under the form — = —> + II on X( bM), resorting to (2.12) to arrive at the same
expression.

Applying gv(·,u) or gv(·,w) yields (2.14) and (2.15) respectively, up to (1.38) under the form

gv(—v
xIIV (Y,Z),u) = xgV (IIV (Y,Z),U)�gv(IIv(y,z),—v

xU)�2Cv(IIv(y,z),u,—v
xV )

=�gv(IIv(y,z), IIv(x,u))�2Cv(IIv(y,z), IIv(x,v),u)�2Cv(IIv(y,z),(—v
xV )>v ,u) .

By taking for a = (—v
xV )>v the derivative of gv+ta(—v+ta

y Z,u) = gv+ta((—v+ta
y Z)>v+ta ,u) at

t = 0, one finds by (2.8) that

2Cv(IIv(y,z),a,u) = gv(bPv(y,z,a)+(∂̇ bQ)v(y,z,a)�Pv(y,z,a),u)

=�gv((∂̇ II)v(y,z,a),u) ,

which simplifies the ((∂̇ II)v(y,z,—v
xV ))>v term to (∂̇ II)v(y,z, IIv(x,v)) in (2.14), same goes

when swapping x and y.

Also note that by (2.9) Pv � (∂̇ II)v = bP+ (∂̇ bQ)v on X( bM), and is therefore vertical when
evaluated at bQ, simplifying Pv(y,z, bQv(x,v)+ IIv(x,v)) and ((∂̇ II)v(y,z, bQv(x,v)+ IIv(x,v)))?v
terms in (2.15) by removing bQv(x,v), same goes when swapping x and y.

Note that this theorem can be extended to a generalised form {0’} and {4’} of Chapter 3
which holds for an admissible v not necessarily tangent to the submanifold, as will be dis-
cussed later.

Corollary 2.2.5. Let (M,L) be a pseudo-Finsler manifold and bM a non-degenerate subman-
ifold. The flag curvature of ( bM,L| bM) with flagpole v 2 A\ T bM and flag u 2 Tp(v) bM with
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L(v)gv(u,u) 6= gv(v,u)2 is given by

Kv(u) = bKv(u)+
gv(IIv(u,u), IIv(v,v))�gv(IIv(v,u), IIv(v,u))

L(v)gv(u,u)�gv(v,u)2

+
gv(Pv(u,u, IIv(v,v))� (b—v bQ)v(u,u),v)+Cv(u, bQv(v,u), IIv(v,v))

L(v)gv(u,u)�gv(v,u)2 .

Proof. By the Gauss equation (2.14), we have

gv(Rv(v,u)u,v) = gv(bRv(v,u)u,v)�gv(IIv(u,u), IIv(v,v))
+gv(IIv(v,u), IIv(v,u))�2Cv(IIv(v,v), IIv(u,u),v)+2Cv(IIv(v,u), IIv(v,u),v)

+gv(Pv(v,u, IIv(v,u))�Pv(u,u, IIv(v,v)),v)+gv((b—v bQ)v(u,u)� (b—u bQ)v(v,u),v)

+gv((∂̇ bQ)v(v,u, bQv(u,v))� (∂̇ bQ)v(u,u, bQ)v(v,v)),v)
+gv( bQv(v, bQv(u,u))� bQv(u, bQv(v,u)),v)

with many vanishing terms: the Cartan tensor terms vanish by property of the Cartan tensor,
the first P and bP terms vanish by (1.44), and by Lemma 2.1.11 all the terms in bQ are zero
except gv((b—u bQ)v(u,u),v) and �gv( bQv(u, bQv(v,u)),v). Note that by definition of bQ this term
is �Cv(u, bQv(v,u), IIv(v,v)). The previous equation thus reduces to

gv(Rv(v,u)u,v) = gv(bRv(v,u)u,v)�gv(IIv(u,u), IIv(v,v))+gv(IIv(v,u), IIv(v,u))
�gv(Pv(u,u, IIv(v,v)),v)+gv((b—u bQ)v(u,u),v)�Cv(u, bQv(v,u),v) .

Conclude by definition of the flag curvature.

2.3 Randers-Minkowski submanifolds

This section concerns itself with the particular case of submanifolds S ⇢ V of a vector space
V equipped with a Randers norm F with Zermelo data (h·, ·i,W ). By expressing various
invariants of S in terms of those of V , we can deduce from (2.14) an expression of the flag
curvature of S.

Letting v 2 V , the tangent space TvV can be canonically identified with V itself. In that
sense, (V ,F) defines a Finsler manifold, with A = V \ {0} up to that identification, and
whose Chern connection coincides with the Levi-Civita connection of (V ,h·, ·i). For clarity,
however, we shall still occasionally distinguish TV 3 v from V 3 p(v).

Let for simplicity — denote the Chern connection of (S,F |T S), instead of the more cumber-
some b—, since it will be the only anisotropic connection we will concern ourselves with. The
Levi-Civita connection —̄ of each of the fibres of (TV ,h·, ·i) can incidentally be identified
with that of (V ,h·, ·i) itself by the identification mentioned above, which should hopefully
make sure our notation remains clear and unambiguous, as we have so far only denoted
isotropic connections by —̄ and anisotropic connections by —.

2.3.1 Second fundamental form

Recall that, in this context, equations (1.23), (1.24) and (1.25) hold. Tangency to the indi-
catrix S = F�1({1}) at v

F(v) 2 S is by translation equivalent to tangency to the indicatrix of
h·, ·i at v

F(v) �W . In other words, (1.24) applies to vectors h·, ·i-orthogonal to v
F(v) �W . Note
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the relation

gv(
v

F(v) ,W ) =
h v

F(v) �W,W i
h v

F(v) �W, v
F(v)i

= 1� 1
h v

F(v) �W, v
F(v)i

, (2.16)

where the first identity is applying (1.23), and the second (1.22) under the form

h v
F(v)

�W,W i= h v
F(v)

�W,
v

F(v)
i�1 .

Proposition 2.3.1. For each admissible v and x tangent to (F�1({1})\Tp(v)M),

h v
F(v) ,xi=�h v

F(v) �W, v
F(v)i

2gv(W,x) (2.17)

Proof. Recall that, by property of the indicatrix, the vector x tangent to the indicatrix is both
gv-orthogonal to v and h·, ·i-orthogonal to v

F(v) �W , such that by Propositions 2.1.8 and 2.1.6

hv,xi= hv�h v
F(v) �W,vi( v

F(v) �W ),xi

=�gv(v�h v
F(v) �W,vi( v

F(v) �W ),x)h v
F(v) �W,vi=�gv(W,x)h v

F(v) �W,vi2

Lemma 2.3.2. Let II0 denote the fundamental form of S along N 2 X(S) h·, ·i-orthogonal to
S, while II is the anisotropic fundamental form of S as defined in Definition 2.1.2. Then, for
v 2 A\T S

IIv = II0+ hII0,W i
h v

F(v)�W, v
F(v) i

( v
F(v) �Wv) , (2.18)

where Wv =W>
TvS\Tv/F(v)S represents the h·, ·i-orthogonal projection of W onto TvS\Tv/F(v)S.

Proof. Since the Chern connection of g coincides with the Levi-Civita connection of h·, ·i,
we have for any x,y 2 Tp(v)S

IIv(x,y) = (II0(x,y))?v = II0(x,y)� (II0(x,y))>v ,

whose second term we can express by projecting onto a base of TvS. By (1.23), we have

gv(II0(x,y), v
F(v) )

v
F(v) =

hII0(x,y), v
F(v) �W i

h v
F(v) �W, v

F(v)i
v

F(v) =� hII0(x,y),W i
h v

F(v) �W, v
F(v)i

v
F(v) , (2.19)

while for any e 2 TvS gv-orthogonal to v, and therefore h·, ·i-orthogonal to v
F(v) �W , we have

by (1.24)

gv(II0(x,y),e) = gv(cv(x,y),e)+ hII0(x,y), v
F(v) �W igv(�W,e)

=
hcv(x,y),ei

h v
F(v) �W, v

F(v)i
+ hII0(x,y),W igv(W,e)

where cv(x,y) = II0(x,y)� hII0(x,y), v
F(v) �W i( v

F(v) �W ) is h·, ·i-orthogonal to v
F(v) �W .

Since both hII0(x,y),ei and h v
F(v) �W,ei are zero, so is hcv(x,y),ei. Then, by (2.17),

gv(II0(x,y),e)e = hII0(x,y),W igv(W,e)e =
hII0(x,y),W ihW,ei
h v

F(v) �W, v
F(v)i2 e . (2.20)
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If e spans a gv-orthonormal set E of elements ei 2 TvS that complete v
F(v) into a basis of

TvS, then by (1.24) E is a set of mutually h·, ·i-orthogonal elements with norm hei,eii =
h v

F(v) �W, v
F(v)i

�1. Summing (2.20) over e 2 E together with (2.19) then produces

(II0(x,y))>v =� hII0(x,y),W i
h v

F(v) �W, v
F(v)i

( v
F(v) �Wv) .

2.3.2 Intermediate identities

Detailed out of elementarity but left apart from the main proof of the formula for the flag
curvature of a Randers-Minkowski submanifold for clarity’s sake, the following tedious yet
straightforward computations prove indispensable.

Lemma 2.3.3. Let v 2 TV \ {0} and u 2 Tp(v)S such that gv(u,v) = 0, and Q defined as in
(2.7) and therefore given by (2.8). Then

Cv(u,u, IIv(v,v)) = � gv(u,u)hIIv(v,v),vi
2F2(v)h v

F(v) �W, v
F(v)i

, (2.21)

Cv(u, bQv(u,v), IIv(v,v)) = � gv(u,u)hIIv(v,v),vi2

4F4(v)h v
F(v) �W, v

F(v)i2 . (2.22)

Proof. Since gv(v, IIv(v,v)) = 0, we can apply (1.24) to find

hu, IIv(v,v)i= h v
F(v)

�W,
v

F(v)
igv(u, IIv(v,v)) = 0 .

Consequently, (1.25) reduces to

Cv(u,u, IIv(v,v)) =� hu,uihIIv(v,v),vi
2F2(v)h v

F(v) �W, v
F(v)i

,

proving the first equality up to (1.24) under the form hu,ui = h v
F(v) �W, v

F(v)igv(u,u). To
prove the second equality, note that gv( bQv(u,v),v) = 0 by (2.7) and Proposition (1.2.7), such
that we can again apply (1.24) to find

h bQv(u,v), IIv(v,v)i= h v
F(v) �W, v

F(v)igv( bQv(u,v), IIv(v,v)) = 0 .

From (1.25) we obtain

Cv(u, bQv(u,v), IIv(v,v)) =� hu, bQv(u,v)ihIIv(v,v),vi
2F2(v)h v

F(v) �W, v
F(v)i2 ,

where we can identify by (1.24) followed by (2.7)

hu, bQv(u,v)i= h v
F(v) �W, v

F(v)igv(u, bQv(u,v)) =�h v
F(v) �W, v

F(v)iCv(u,u, IIv(v,v)) .

Conclude by (2.21).
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Lemma 2.3.4. Let v 2 T S\{0} and u 2 Tp(v)S such that gv(u,v) = 0. Then

gv((—v bQ)v(u,u),v) =�
gv(u,u)k v

F(v)�Wvk2

2F(v)h v
F(v)�W, v

F(v) i

h
h(—̄vII0)(v,v),W i�hII0(v,v), II0(v,W>)i

� 4hII0(v,v),W ihII0(v,Wv),W i
h v

F(v)�W, v
F(v) i

+ 2hII0(v,v),W i2

F(v)h v
F(v)�W, v

F(v) i2

⇣
2h v

F(v) �W, v
F(v)i�k v

F(v) �Wvk2
⌘ i

(2.23)

where W> and Wv are the respective h·, ·i and gv-orthogonal projections of W onto Tp(v)S
and Tp(v)S\F�1({1}) and —̄II is given for X ,Y,Z 2 X(S) by

—̄X II0(Y,Z) = (—̄X II)(Y,Z)+ II0(—̄XY,Z)+ II0(Y, —̄X Z) .

Proof. For respective extensions U,V 2 X(V ) tangent to S of u,v verifying —vV = 0 and
[U,V ] = 0, thus in particular —v

vU = —v
uV = 0, by (2.7),

gv((—v bQ)v(u,u),v) = vgV ( bQV (U,U),V ) = vCV (U,U, IIV (V,V )) .

Let WV the gV -orthogonal projection of W onto T S \F�1({1}) in each fibre of TV . By
(2.21) and (2.18),

CV (U,U, IIV (V,V )) =
gV (U,U)hII0(V,V ),W ih V

F(V ) �WV ,V i
2F2(V )h V

F(V ) �W, V
F(V )i2

.

Since vF2(V ) = 2gv(—v
vV,v) = 0 and vgV (U,U) = 2gv(—v

vU,v) = 0 for our choice of exten-
sions U and V , we can differentiate the previous equation to

gv((—v bQ)v(u,u),v) =� gv(u,u)
2F2(v)h v

F(v)�W, v
F(v) i2

�
�2

vh V
F(V )�W, V

F(V ) i
h v

F(v)�W, v
F(v) i

hII0(v,v),W ih v
F(v) �Wv,vi

+ vhII0(V,V ),W ih v
F(v) �Wv,vi+ hII0(v,v),W ivh V

F(V ) �WV ,V i
�
. (2.24)

To compute vh V
F(V ) �W, V

F(V )i, recall that by (2.7) and (2.8)

—̄vV = —v
vV + bQv(v,v)+ IIv(v,v) = IIv(v,v) , (2.25)

where —̄ is the Levi-Civita connection of (V ,h·, ·i) and — the Chern connection of (S,F |T S).
IIv(v,v) is by definition gv-orthogonal to Tp(v)S 3 v, hence h v

F(v) �W, —̄vV i = 0. Therefore,
by (2.18),

vh V
F(V ) �W, V

F(V )i=
1

F2(v)hIIv(v,v),vi= 1
F2(v)hII

0(v,v),W ih v
F(v) �Wv,vi .

To compute vhII0(V,V ),W i, denote by W> and W? the h·, ·i-orthogonal projection of W onto
the fibre of T S and its h·, ·i-orthogonal, respectively. For W constant, we have —̄vW? =
�—̄vW>, which implies by (2.18) and —̄vV = IIv(v,v) that

vhII0(V,V ),W i= h—̄vII0(V,V ),W?i+ hII0(v,v), —̄vW?i
= h(—̄vII0)(v,v),W i+2hII0(—̄vV,v),W i+ hII0(v,v), II0(v,W>)i

= h(—̄vII0)(v,v),W i+ hII0(v,v), II0(v,W>)i+ 2hII0(v,v),W i
h v

F(v)�W, v
F(v) i

hII0( v
F(v) �Wv,v),W i .

To compute vh V
F(V ) �WV ,V i, let E|p(v)S the completion of v

F(v) into a gv-orthonormal basis
of Tp(v)S. Its —V -parallel transport along the integral curves of V , which are geodesics of
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(S,LT S) at any point of S since we chose V to be an extension of v 2 T S tangent to S, defines
a gV -orthogonal frame of T S such that each E 2 E verifies —v

vE = 0.

Recall that V
F(V ) �W is h·, ·i-orthogonal to E, in particular hW,Ei= h V

F(v) ,Ei which is to say

hW,EihE,V i= F(V )hW,Ei2 . (2.26)

By (1.24), hE,Ei= h V
F(V ) �W, V

F(V )i, from which we obtain

Wv =
1

h V
F(V )�W, V

F(V ) i
Â

E2E
hW,EiE .

Note that by (2.7) and (2.8)
—̄vE = IIv(v,E)+ bQv(v,E) .

Consequently, using (2.26) and (2.25)

vh V
F(V ) �WV ,V i= 2hIIv(v,v),vi

F(v) +
vh V

F(V )�W,V i
h v

F(v)�W,vi2 Â
E2E

hW,EihE,vi

� 2F(v)
h v

F(v)�W,vi Â
E2E

hW, IIv(v,E)+Qv(v,E)ihE,W i . (2.27)

The second term can be computed with vh V
F(V ) �W, V

F(V )i=
1

F2(v)hIIv(v,v),vi as

vh V
F(V )�W,V i

h v
F(v)�W,vi2 Â

E2E
hW,EihE,vi= hIIv(v,v),vi

F2(v)h v
F(v)�W, v

F(v) i Â
E2E

hhW,EiE,vi= hIIv(v,v),vihWv,vi
F2(v)h v

F(v)�W, v
F(v) i

.

The last term can be computed as

2F(v)
h v

F(v)�W, v
F(v) i Â

E2E
hW, IIv(v,E)+ bQv(v,E)ihE,W i

= 2F(v)hW, IIv(v,Wv)+ bQv(v,Wv)i= 2hv, IIv(v,Wv)+ bQv(v,Wv)i ,

noting that, by (2.7), IIv(v,Wv)+ bQv(v,Wv) is gv-orthogonal to v. Equivalently, it is also h·, ·i-
orthogonal to v

F(v) �W . Reinserting into (2.27), we have so far found

vh V
F(V ) �WV ,V i= 2hIIv(v,v),vi

F(v) + hIIv(v,v),vihWv,vi
F2(v)h v

F(v)�W, v
F(v) i

�2hv, IIv(v,Wv)i� hWv,WvihIIv(v,v),vi
F(v)h v

F(v)�W, v
F(v) i

,

up to the following simplification, applying (2.17) to bQv(v,Wv) which is gv-orthogonal to v
by (2.7) and concluding by (1.25) that

h bQv(v,Wv),vi= F(v)h v
F(v) �W, v

F(v)i
2gv( bQv(v,Wv),W )

= F(v)h v
F(v) �W, v

F(v)i
2gv( bQv(v,Wv),W>

v ) = F(v) v
F(v) �W, v

F(v)igv( bQv(v,Wv),Wv)

=�F(v)h v
F(v) �W, v

F(v)iCv(Wv,Wv, IIv(v,v)) =
hWv,WvihIIv(v,v),vi

2F(v)h v
F(v)�W, v

F(v) i
,

where W>
v denotes the gv-orthogonal projection of W onto Tp(v)S, and where we have used

the intermediate relation

W>
v �gv(W, v

F(v) )
v

F(v) = Â
E2E

gv(W,E)E = Â
E2E

hv,EiE
F(v)h v

F(v)�W, v
F(v) i2 = Â

E2E

hW,EiE
h v

F(v)�W, v
F(v) i2

= 1
h v

F(v)�W, v
F(v) i

Wv .
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To conclude, reinsert into (2.24) applying (2.18) and observing that

h v
F(v) ,Wvi= hW,Wvi= hWv,Wvi .

2.3.3 Flag curvature

Recall from the previous chapter that the flag curvature is given by (1.59). In the case M =
V , the ambient curvature tensor R is zero. Using (2.14) will allow us to calculate the flag
curvature bK intrinsic to the submanifold S ⇢ V given for each admissible v tangent to S and
u 2 Tp(v)S such that gv(u,v) = 0 by:

bKv(u) =
gv(bRv(v,u)u,v)
F2(v)gv(u,u)

(2.28)

Theorem 2.3.5. The flag curvature bK of the submanifold S of a vector space V equipped
with a Randers metric F with Zermelo data (W,h·, ·i) is given for v 2 T S non-zero and u =

w�
h v

F(v)�W,wi
h v

F(v)�W, v
F(v) i

v
F(v) with w 2 Tp(v)V transverse to v by

Kv(w) =
⇣
h v

F(v) ,
v

F(v)i�h w
kwk ,

v
F(v)i

2
⌘

K̄(v,w)

+
k v

F(v)�Wvk2

F2(v)h v
F(v)�W, v

F(v) ihu,ui

⇣
hII0(w,w),W ihII0(v,v),W i�hII0(v,w),W i2

⌘

+
k v

F(v)�Wvk2

2F3(v)h v
F(v)�W, v

F(v) i2

h
h(—̄vII0)(v,v),W i�hII0(v,v), II0(v,Wv)i

+
4h v

F(v)�W, v
F(v) i�

5
2k

v
F(v)�Wvk2

F(v)h v
F(v)�W, v

F(v) i2 hII0(v,v),W i2 � 4hII0(v,Wv),W i
h v

F(v)�W, v
F(v) i

hII0(v,v),W i
i

(2.29)

where K̄(v,w) = hR̄(v,w)w,vi
hv,vihw,wi�hv,wi2 is the sectional curvature with respect to h·, ·i, being R̄ the

curvature tensor of its Levi-Civita connection.

Proof. Let us assume gv(v,u) = 0 without loss of generality. From Corollary 2.2.5,

Kv(u) =
hIIv(u,u), IIv(v,v)i�hIIv(v,u), IIv(v,u)i

F2(v)gv(u,u)h v
F(v) �W, v

F(v)i

+
Cv(u, bQv(u,v), IIv(v,v))�gv((b—v bQ)v(u,u),v)

F2(v)gv(u,u)
. (2.30)

By (2.18),

hIIv(u,u), IIv(v,v)i�hIIv(v,u), IIv(v,u)i= hII0(u,u), II0(v,v)i�hII0(v,u), II0(v,u)i

+k v
F(v) �Wvk2 hII0(u,u),W ihII0(v,u),W i�hII0(v,u),W i2

h v
F(v) �W, v

F(v)i
.

Recalling Proposition 1.2.4, we may compute

F2(v)gv(u,u)h v
F(v) �W, v

F(v)i= F2(v)hu,ui
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from which
hu,uihv,vi�hv,ui2

F2(v)gv(u,u)h v
F(v) �W, v

F(v)i
= h v

F(v) ,
v

F(v)i�h u
kuk ,

v
F(v)i

2 . (2.31)

Given an arbitrary u2 Tp(v)S, observe that ũ= u�gv(
v

F(v) ,u)
v

F(v) spans with v the same plane
span({u,vi) while satisfying gv(ũ,v) = 0. We have

ũ = u�gv(
v

F(v) ,u)
v

F(v) = u�
h v

F(v) �W,ui
h v

F(v) �W, v
F(v)i

v
F(v) .

So far, we have obtained that the first term of the right hand side of (2.30) transform into the
first two terms of the right hand side of (2.29). Furthermore, by (2.22),

Cv(u, bQv(v,u), IIv(v,v)) =�
gv(u,u)hII0(v,v),W i2h v

F(v) �Wv,vi2

4F4(v)h v
F(v) �W, v

F(v)i4

=� gv(u,u)
4F2(v)h v

F(v) �W, v
F(v)i4 hII

0(v,v),W i2k v
F(v) �Wvk4 .

By Lemma 2.3.4, we conclude that the last term of the right hand side of (2.30) transforms
into the last three terms of (2.29).

2.3.4 Hypersurfaces in Randers-Minkowski spaces

In the case that S is a hypersurface of V , given v 2 T S\0 there exists a vector xv 2 V unique
up to a sign change such that xv is gv-orthogonal to Tp(v)S and gv(xv,xv) = 1. Moreover, there
exists sv : Tp(v)S⇥Tp(v)S ! R satisfying

IIv(u,w) = sv(u,w)xv

for all u,w 2 Tp(v)S. Analogously, at every p 2 S, there exists Np 2 V h·, ·i-orthogonal to TpS
with hNp,Npi= 1 and s 0

p : TpS⇥TpS ! R satisfying

II0(u,w) = s 0
p(u,w)Np

for all u,w 2 TpS.

Lemma 2.3.6. Let S be a hypersurface of a Randers-Minkowski space (V ,F). With the
above notation,

xv =

✓
h v

F(v)�W, v
F(v) i

1�hNp(v),W i2

◆ 1
2 ⇣

Np(v) + hNp(v),W i( v
F(v) �W )

⌘
(2.32)

is the vector gv-orthogonal to Tp(v)S with gv(xv,xv) = 1, and

sv(u,w) =
✓

1
h v

F(v)�W, v
F(v) i(1�hNp(v),W i2)

◆ 1
2

s 0(u,w) (2.33)

for all v 2 T S\0 and u,w 2 Tp(v)S.

Proof. Let us show that xv is gv-orthogonal to Tp(v)S. First observe that hNp(v),vi is zero by
definition, therefore

hNp(v),W i=�hNp(v),
v

F(v) �W i .
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This implies that xv is h·, ·i-orthogonal to v
F(v) �W , recalling that h v

F(v) �W, v
F(v) �W i = 1,

and therefore by property of the indicatrix S of F xv is gv-orthogonal to v. If u 2 T v
F(v)

S\
Tp(v)S, then

gv(xv,u) = 1
h v

F(v)�W, v
F(v) i

hxv,ui= 0

because u is h·, ·i-orthogonal to Np(v) and v
F(v) �W , since it lies respectively in Tp(v)S and

T v
F(v)

S. This concludes the proof that xv is gv-orthogonal to Tp(v)S, because T v
F(v)

S\Tp(v)S has
dimension dimS�1 and v is not in the space tangent to S at v

F(v) . Observing that

gv(x ,x ) = 1
h v

F(v)�W, v
F(v) i

hxv,xvi ,

it is straightforward to check that gv(xv,xv) = 1. Finally, as II0(u,w)� IIv(u,w) is tangent to
Tp(v)S by Lemma 2.3.2, it follows that

s 0(u,w)Np(v) = II0(u,w) = IIv(u,w)?p(v) = sv(u,w)x
?p(v)
v = sv(u,w)hNp(v),xviNp(v) ,

and then one has
s 0(u,w) = sv(u,w)hNp(v),xvi .

As

hNp(v),xvi=
⇣
h v

F(v) �W, v
F(v)i(1�hNp(v),W i2)

⌘ 1
2
,

the previous identity is equivalent to (2.33), which concludes the proof.

Corollary 2.3.7. Let (V ,F) be a Randers-Minkowski space with Zermelo data (h·, ·i,W )
and S a hypersurface of V . For v 2 T S\0 and u 2 Tp(v)S,

(1�hNp(v),W i2)Kv(u) =
⇣
h v

F(v) ,
v

F(v)i�h ũ
kũk ,

v
F(v)i

2
⌘

K̄(v,u)

+ 1
2F3(v) —̄vs 0(v,v)hNp(v),W i�s 0(v,v)s 0(v,W>p(v) )

+
hNp(v),W i2

h v
F(v)�W,vi(4�

5
2(1�hNp(v),W i2) )s

0(v,v)

� 4hNp(v),W i2

h v
F(v)�W, v

F(v) i
s 0(v,v)s 0(v,W>v

S\s )

◆
, (2.34)

where K̄(v,u) is the Riemannian curvature in the plane spanned by {v,u} computed with the

metric induced by h·, ·i on S, and ũ = u�
h v

F(v)�W,ui
h v

F(v)�W v
F(v) i

v
F(v) .

Proof. Let us compute the flag curvature using Corollary 2.2.5. The second term of the right
hand side can be computed using Lemma 2.3.6, resulting in

s 0(u,u)s 0(v,v)�s 0(v,u)2

h v
F(v) �W, v

F(v)i(1�hNp(v),W i2L(v)gv(u,u))

with a choice of u satisfying gv(v,u) = 0. Proceeding as in (2.31), we obtain the first term of
the right hand side of (2.34). Now observe that

W>v
S\S =W �

h v
F(v)�W, v

F(v) ihNp(v),W i
1�hNp(v),W i2 Np(v)�

✓
�1+

h v
F(v)�W, v

F(v) i
1�hNp(v),W i2

◆
( v

F(v) �W ) ,
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and then
k v

F(v) �W>v
S\Sk

2 =
h v

F(v)�W, v
F(v) i

2

1�hNp(v),W i2 .

Taking into account the above identity and the fact that —̄X II0(Y,Z) = (—̄X s 0)(Y,Z)N for any
X ,Y,Z 2 X(S), we obtain the remaining terms of (2.34) from the last terms in (2.29).

Corollary 2.3.8. A hypersurface S of a Randers-Minkowski space (V ,F) with Zermelo data
(h·, ·i,W ) is of scalar flag curvature if and only if

⇣
h v

F(v) ,
v

F(v)i�h u
kuk ,

v
F(v)i

⌘
K̄(v,u)

is independent of u 2 Tp(v)S satisfying gv(v,u) = 0.
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Chapter 3

Pseudo-Finsler submersions

This final chapter studies the dual notion to pseudo-Finsler submanifolds, successfully gener-
alising the fundamental equations of a pseudo-Riemannian submersion (first derived in [14])
to the pseudo-Finsler setting in Corollary 3.2.11. Contrary to the study of submanifolds,
which has its roots in 19th century mathematics and was generalised to Finsler geometry in
the early 20th century, the study of submersions is a recent innovation with its origin in the
1966 research paper by Barrett O’Neill [14]. Theorem 3.2.11 derives the fundamental equa-
tions of a pseudo-Finsler submersion analogously to the fundamental equations obtained by
O’Neill. Various applications are provided for submersions whose fibres are totally geodesic,
that is to say that the geodesics intrinsic to the fibres are also geodesics of the ambient mani-
fold of the submersion.

Definition 3.0.1. A smooth map s : M ! eM from an ambient manifold M onto a lower
dimensional base manifold eM is a submersion when the restriction of its differential to the
tangent space at each point p is surjective onto Ts(p) eM.

Recall from elementary differential geometry that submersions can be locally trivialised
much the same way as with immersions.

Theorem 3.0.2. There exist adapted local coordinates (x1, · · · ,xn) around any p 2 M and
(x̄1, · · · , x̄k) around s(p) for which s takes the form

(x1, · · · ,xk, · · · ,xn) 7! (x̄1, · · · , x̄k) . (3.1)

This ensures that the submersion fibres s�1({b}) = {p 2 M, s(p) = b} indeed constitute
a submanifold of M above any base point b 2 eM. Namely, choosing adapted coordinates
(x1, · · · ,xk, · · · ,xn) on the neighbourhood U ⇢ M of any p 2 s�1({b})\U incidentally de-
fines the local coordinates (x1, · · · ,xk) within the fibre which is, locally, the set of points with
vanishing (xk+1, · · · ,xn).

We shall think of s as if projecting an ambient atmosphere down to a levelled landscape, and
therefore refer to the set T = kerds of vectors tangent to the submersion fibres s�1({b})
whose image by kerds are 0 as vertical.

If (M,L) is a pseudo-Finsler manifold, at each point p 2 M the level sets L�1({t})\TpM for
t 2 R will be tangent to Tp = kerds \ TpM at v 2 TpM such that L(v) = t precisely when
gv(v, ·)|kerds\TpM is identically zero. Those are the directions we will call horizontal. With
the identity (∂̇L)v = 2gv(v, ·) from Proposition 1.2.3 in mind, where g is the fundamental
metric tensor associated to the pseudo-Finsler metric L, we can rephrase this definition as
follows.
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M

eM

TpM

p

s�1({q})

v

kerds |p

Tq eM

q = s(p)

ds · v

ds

s

Diagram representation:

M T M

eM T eM

s ds

FIGURE 3.1: Visual representation of a submersion.
(The sequence kerds |p ,! TpM ⇣ Tq eM is exact.)

Definition 3.0.3. v 2 A is called horizontal when

gv(v, ·)|Tp(v) = 0 . (3.2)

Let ⇤ = {v 2 A, gv(v, ·)|Tp(v) = 0} be the set of admissible horizontal vectors of T M, and let
us write ⇤p = ⇤\ TpM for convenience. By Proposition 1.2.5, they are cones that do not
contain the origin.

Tp=kerds\TpM

⇤p

TpM

FIGURE 3.2: Illustration of the horizontal cone ⇤ and vertical space T.

Lemma 3.0.4. ⇤p is a submanifold of TpM at each p 2 M, and ⇤ is a submanifold of T M.

Proof. Consider a basis (e1, · · · ,er) of Tp and the map µ : v 7! (gv(v,e1), · · · ,gv(v,er)) with
differential dµ : w 7! (gv(w,e1), · · · ,gv(w,er)) whose kernel is the (n� r)-dimensional space
of vectors gv-orthogonal to Tp (where n is the dimension of the ambient manifold M). Thus
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µ is a submersion and the submersion fibre ⇤p = µ�1({0}) is a submanifold of TpM. The
same map applied to a frame (E1, · · · ,Er) of vertical vector fields (which can be obtained
from local coordinates adapted to the submersion s ) similarly prove that ⇤ is a submanifold
of T M.

Definition 3.0.5. A submersion s : M ! eM between differentiable manifolds equipped with
respective pseudo-Finsler metrics L and L̃ is called a pseudo-Finsler submersion provided
that it satisfies that:

(i) the submersion fibres are non-degenerate pseudo-Finsler submanifolds of the ambient
manifold (M,L), namely, the restriction of L to the space tangent to the fibres provides
a pseudo-Finsler metric on the fibres, and

(ii) for each v 2 ⇤

L(v) = L̃(ds · v) . (3.3)

Note that this places restrictions on both (M,L) and ( eM, L̃), since on the one hand L̃ is entirely
determined by L and on the other hand merely disposing of an arbitrary submersion s : M !
eM together with some pseudo-Finsler metric L on M does not guarantee that the condition

(3.3) consistently defines a pseudo-Finsler metric on eM.

Our implicit assumption is that the domains of definition A of L and Ã of L̃ are compatible
with the submersion s . By hypothesis, we want to additionally require that there be some
unique horizontal vector over each admissible tangent vector of the base manifold. It is
sufficient to assume that the Legendre map v 7! gv(v, ·) is bijective on the subset of admissible
vectors at each point (see Lemma 3.1.7).

3.1 Elementary identities

Contrary to the case of pseudo-Finsler submanifolds, where tangency to the submanifold is
an intrinsic property, pseudo-Finsler submersions do not offer an immediate identification of
the anisotropic metric tensor between the ambient manifold M and the base manifold eM; we
must proceed with caution when attempting to deduce (3.7) and (3.12) from (3.3).

Definition 3.1.1. e 2 Tp(v)M is called gv-horizontal when

gv(e, ·)|Tp(v) = 0 . (3.4)

As a warning to the reader, a decision has been made to use the Latin letter e to designate an
arbitrary tangent vector, following closely the choice of notation of [14]. O’Neill intended to
use x,y,z for horizontal vectors, X ,Y,Z for horizontal vector fields, u,v,w for vertical vectors,
and- U,V,W for vector fields. In our case, v already designates the anisotropic variable, and
going one letter further will create a collision with the O’Neill tensor T .

The decision has been to consistently use s,u,w and S,U,W for vertical vector fields. Along
similar lines, an additional decision has been made to use b,e,h and B,E,H for arbitrary
vectors and vector fields, avoiding the collision with the O’Neill tensor A, and otherwise
the letters C that designates the Cartan tensor, d that designates the differential operation of
pushing forward, F that designates a generic Finsler metric, and g the fundamental metric
tensor associated to a pseudo-Finsler metric. We hope these choices of notation will avoid
any ambiguity while remaining fairly easy to keep track of.
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Let Hv = {e 2 Tp(v)M, gv(e, ·)|Tp(v) = 0} denote the set of gv-horizontal vectors, for any ad-
missible v 2 A, and let us write HV =

S
p2M HV (p) whenever V has image in A, for conve-

nience.

Proposition 3.1.2. For g a smooth path of admissible vectors, gg(g,w) is stationary at t 2R
for all w 2 Tp(v) if and only if ġ(t) is gg(t)-horizontal.

Proof. By Proposition 1.2.7, the Cartan tensor term vanishes from

(gg(g,w))0 = gg(ġ,w)+2Cg(g,w, ġ) = gg(ġ,w) , (3.5)

thus gg(t)(g(t),w) is stationary at t if and only if gg(t)(ġ(t),w) is zero. By definition, the
condition is verified for all vertical w if and only if ġ is gg -horizontal.

Lemma 3.1.3. For v 2 ⇤, gv-horizontal vectors are precisely tangent to ⇤. More succinctly,

Hv = Tv⇤p(v) . (3.6)

Proof. Recalling by the previous lemma that ⇤ and ⇤p(v) are submanifolds of the tangent
bundle, set g to a smooth path of the horizontal cone ⇤p(v) in the previous proposition, by
which ġ is gg -horizontal, then by definition gg(g,w) is identically zero for all vertical w.

Tp(v)

v
⇤p(v)

Hv

FIGURE 3.3: Illustration of the gv-horizontal space Hv = Tv⇤p(v) for v 2 ⇤.

Note that the vertical space must be non degenerate with respect to gv for all v2 A in order for
the gv-orthogonal decomposition into vertical and gv-horizontal parts to be uniquely defined.
By definition of a pseudo-Finsler submersion, this will be true for vertical and horizontal
vectors, and we can reduce the domain of definition of L to ensure this condition which
always holds when gv is positive definite. As a consequence of this reduction, it may be that
A is non-connected.

Definition 3.1.4. For v 2 A and any e 2 Tp(v)M, let (e>v ,e?v ) denote this unique pair (w,x) of
the vertical part e>v = w 2 Tp(v) and the gv-horizontal part e?v = x 2 Hv of e, such that

e = e>v + e?v .

By extension, for V with values in A on some region W ⇢ M and any E 2X(M), let (E>
V ,E?

v )
be given at p 2 W by

(E>
V )(p) =

�
E(p)

�>
V (p) ,

(E?
V )(p) =

�
E(p)

�?
V (p) .
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Furthermore, E> and E? shall denote the anisotropic vector fields given at v 2 A by

(E>)(v) =
�
E(p(v))

�>
v ,

(E?)(v) =
�
E(p(v))

�?
v .

Proposition 3.1.5. The maps E 7! E> and E 7! E? are smooth on the space of vector fields
E 2 X(M).

Proof. Consider a non-degenerate basis (e1, · · · ,ek, · · · ,en) such that the first vectors form
a basis (e1, · · · ,ek) of the space T of vertical vectors and (e1, · · · ,em) is the basis of a non-
degenerate subspace with respect to gv for each m 2 J1,nK. Such a basis can be locally obtain
explicitly by some constant combination of the vector fields ∂

∂x1 , · · · , ∂
∂xn induced by local

coordinates (x1, · · · ,xn) adapted to the submersion. By applying the Gram-Schmidt process,
we may generate a gv0-orthonormal basis (e1(v0), · · · ,ek(v0), · · · ,en(v0)) for each admissible
v0 in the neighbourhood of v such that the first vectors again form a basis of the space of
vertical vectors. Locally,

E>
v0 = Â

i2J1,kK

gv0 (ei(v0),E)
gv0 (ei(v0),ei(v0))

ei(v0)

depends smoothly on v0.

Note that v 2 A belongs to ⇤ if and only if it satisfies the equation

v = v?v .

Our assumption will be that the set ⇤ of horizontal vectors covers the base tangent bundle
T eM, such that this equation has a solution in each vertical equivalence class v+Tp(v), unique
up to restricting the domain A. Under this assumption, we may always lift a base vector
ṽ 2 T eM to some v 2 ⇤ with ds · v = ṽ, and further assume that this lift is always unique (see
Lemma 3.1.7).

3.1.1 Fundamental tensors

By some involved conceptual gymnastics, we may relate very succinctly the anisotropic met-
ric tensors of ambient and base manifolds of pseudo-Finsler submersions.

Proposition 3.1.6. Let v 2 ⇤ horizontal, a gv-horizontal vector x 2 Hv, an arbitrary vector
e 2 Tp(v)M, and denote by ṽ, x̃ and ẽ their projections by ds . We have

gv(x,e) = g̃ṽ(x̃, ẽ) . (3.7)

Proof. As lightlike vectors are in the closure of {L 6= 0}, we may assume without loss of
generality that L(v) 6= 0 and extend by continuity to the light cone. By homogeneity of g, we
may furthermore assume that L(v) = 1, or L(v) = �1. Let us assume L(v) = 1. Repeating
the steps for the pseudo-Finsler metrics �L and �L̃ would complete the proof.

Let u = e>v 2 Tp(v) and y = e?v 2 Hv = Tv⇤p(v), recalling (3.5). Note how ds · y = ẽ. We aim
to prove the identity

gv(x,e) = gds ·v(ds · x,ds · e) = g̃ds ·v(ds · x,ds · y) .
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Since ⇤\ L�1({�1,1}) projects by ds onto L̃�1({�1,1}) by our assumption (3.3), let us
proceed by resorting to equation (2.5) and work on relating the second fundamental forms of
the indicatrices of L and L̃.

Note that, by our hypothesis that x is gv-horizontal and by linearity of gv, we have

gv(x,u+ y) = gv(x,u)+gv(x,y) = gv(x,y) .

Let
⇤̄p(v) = ⇤p(v)\L�1({1})

denote the set of unit horizontal vectors. There exists a non-trivial space within Tv⇤p(v) of
vectors that are gv-orthogonal to v 2 Tv⇤p(v).

That non-trivial space {v̄2 Tv⇤p(v), gv(v, v̄)= 0} does not contain v under our assumption that
L(v) 6= 0. Let us decompose gv-orthogonally along v the vectors x = lv+ x̄ and y = µv+ ȳ
for l ,µ 2 R and x̄, ȳ 2 Tv⇤̄p(v) to obtain

gv(x,y) = l µgv(v,v)+gv(x̄, ȳ) . (3.8)

By Proposition 1.2.3 and by definition of L̃ we have

gv(v,v) = L(v) = L̃(ds · v) = g̃ds ·v(ds · v,ds · v) , (3.9)

which reduces our study to Tv⇤̄p(v). Indeed, all we have left to prove is that

gv(x̄, ȳ) = g̃ds ·v(ds · x̄,ds · ȳ) , (3.10)

as reinserting (3.9) and (3.10) into (3.8) gives by linearity

gv(x,y) = l µ g̃ds ·v(ds · v,ds · v)+ g̃ds ·v(ds · x̄,ds · ȳ) = g̃ds ·v(ds · x,ds · y) . (3.11)

Tp(v)

v⇤̄p(v)

ds

⇤̃s�p(v)

ds · v

FIGURE 3.4: Illustration of the s -saturated cylinder of the set ⇤̄p(v) of unit
horizontal vectors of Tp(v)M, and their projection onto ⇤̃s�p(v).

In order to prove (3.10), let C = ⇤̄p(v) +Tp(v) be the cylinder obtained when saturating ⇤̄p(v)
with respect to ds , and let ⇤̃s�p(v) = {ds ·w, w 2 ⇤̄p(v)}. By equation (3.3) and by our
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assumption on Ã,
⇤̃s�p(v) = L̃�1({1})\Ts�p(v) eM .

Let IIC
v be the gv-orthogonal second fundamental form of C in the following sense. Being

h·, ·i= gv a well-defined pseudo-Euclidean inner product on Tp(v)M with pseudo-Riemannian
metric e 7! he,ei, and —̄ the trivial Levi-Civita connection of the flat vector space Tp(v)M
equipped with any pseudo-Euclidean metric, let IIC

v satisfy on the 1-dimensional linear space
span({v}) spanned by vectors h·, ·i-orthogonal to TvC

hIIC
v (x̄, ȳ), ·i|span({v}) = h—̄x̄Ȳ , ·i|span({v}) ,

where Ȳ 2 X(Tp(v)M) is any extension of ȳ locally tangent to C. Recall from equation (2.4)
that we also have

gv(x̄, ȳ) =�h—̄x̄Ȳ ,vi ,

such that
gv(x̄, ȳ) =�h—̄x̄Ȳ ,vi=�hIIC

v (x̄, ȳ),vi .

Note that IIC
v (x̄, ȳ) depends only on the horizontal parts of x̄ and ȳ, and is hence only a

function of their projection by ds . Indeed, considering the constant vector field extension
W 2 X(Tp(v)M) of w 2 Tp(v), incidentally tangent to C, we would have

hIIC
v (·,w),vi= h—̄W,vi= 0

on TvC, such that, by non-degeneracy of h·, ·i= gv and linearity and symmetry of IIC
v ,

IIC
v (x̄, ȳ) = IIC

v (x̄, ȳ
>
v )+ IIC

v (ȳ
?
v , x̄

>
v )+ IIC

v (x̄
?
v , ȳ

?
v ) = IIC

v (x̄
?
v , ȳ

?
v ) .

Given a coordinate system adapted to the submersion, we can canonically identify with
Tds ·v⇤̃s�p(v) the subset of TvC with the gv-horizontal space. Let us adjust the vectors x̄, ȳ 2
TvC by vertical corrections wx̄,wȳ 2 Tp(v), such that the vectors x̄+wx̄, ȳ+wȳ 2 TvC have
zero vertical coordinate and are, up to the canonical identification and by our assumption
(3.3), tangent to ⇤̃s�p(v). We have

IIC
v (x̄, ȳ) = IIC

v (x̄
?
v , ȳ

?
v ) = IIC

v (x̄+wx̄, ȳ+wȳ) .

Then, again by equation (2.4) and for an extension Ȳ +WȲ 2 X(Tp(v)M) locally tangent to C
and therefore incidentally to ⇤̃s�p(v) up to the canonical identification, we have

hIIC
v (x̄+wx̄, ȳ+wȳ),vi= h—̄x̄+wx̄(Ȳ +WȲ ),vi=�g̃ds ·v(ds · (x̄+wx̄),ds · (ȳ+wȳ))

=�g̃ds ·v(ds · x̄,ds · ȳ) .

Thus we have proved (3.10), from which we obtain (3.11), concluding the proof.

Lemma 3.1.7. If the Legendre map v 7! gv(v, ·) is injective over the admissible vectors at
p 2 M, then each admissible ṽ at s(p) admits at most one horizontal vector v at p satisfying
ds · v = ṽ. If bijective, then ṽ admits exactly one such v.

Proof. Injectivity implies uniqueness: for any two horizontal vectors v1 and v2 satisfying
ds ·v1 = ds ·v2 = ṽ, their images gv1(v1, ·) and gv2(v2, ·) by the Legendre map are both equal
to g̃ṽ(ṽ, ·̃) due to (3.7). Indeed, for each e 2 TpM with ds · e

gv1(v1,e) = g̃ṽ(ṽ, ẽ) = gv2(v2,e) ,



60 Chapter 3. Pseudo-Finsler submersions

which implies v1 = v2 by injectivity of v 7! gv(v, ·).

Invertibility implies existence: there always exists a 1-form w on TpM with prescribed kernel
Tp and acting on each x in some fixed transversal subspace as g̃ṽ(ṽ, ·) acts on ds · x. Its
preimage v0 = (v 7! gv(v, ·))�1(w) by the Legendre map must satisfy by construction that
gv0(v0, ·)|Tp is identically zero, hence v0 is horizontal, and by the hypothesis that gv0(v0, ·)
acts on some fixed transversal subspace (and therefore on the whole TpM) as g̃ṽ(ṽ, ·) on its
projection by ds we necessarily have ds · v0 = ṽ.

Note that if the pseudo-Finsler metric is defined in the whole tangent space, then the Legendre
map v 7! gv(v, ·) is bijective whenever M has dimension greater or equal to 3 (see [44] and
[45]).

Proposition 3.1.8. Given v 2 ⇤ and any x̃ 2 Ts�p(v) eM, there exists a unique gv-horizontal
vector x 2 Tv⇤p(v) satisfying ds · x = x̃.

Proof. The restriction of ds to Tp(v)M is a pseudo-Riemannian submersion onto Ts�p(v) eM if
we respectively equip the two vector spaces with the metric tensors gv and gds ·v, since they
are related by (3.7). This reduces the proof to the pseudo-Riemannian case. Basically, it
suffices to observe that the restriction of ds to horizontal vectors is an isomorphism.

Specifically, since s is a submersion, Ts�p(v) eM = {ds · e, e 2 Tp(v)M} such that there exists
some e 2 (ds)�1({x̃}), from which we obtain by linearity that

(ds)�1({x̃})� span({e})+Tp(v) ,

which necessarily intersects the hyperplane Hv of vectors gv-orthogonal to the vector sub-
space Tp(v) of the Euclidean space Tp(v)M. Thus there exists some x in this intersection,
satisfying both x 2 Hv and ds · x = x̃.

Consider another y 2 Hv such that ds · x = ds · y = x̃. By definition (3.4) of gv-horizontality,
for any w 2 Tp

gv(x� y,w) = gv(x,w)�gv(y,w) = 0 ,

while, by (3.7) and using ds · x = ds · y = x̃, for any z 2 Hv

gv(x� y,z) = gv(x,z)�gv(y,z) = gds ·v(x̃,ds · z)�gds ·v(x̃,ds · z) = 0 .

By non-degeneracy of gv, we have that both (x� y)>v and (x� y)?v are zero, thus x = y.

Definition 3.1.9. For v 2 ⇤ and x̃ 2 Ts�p(v) eM, let x̃⇤v 2 Hv denote this unique gv-horizontal
lift x of x̃. By extension, for a locally horizontal extension V and X̃ a vector field of the base
manifold, let X̃⇤

V be given at p 2 M by

(X̃⇤
V )(p) =

�
X̃(s(p))

�⇤
V (p) .

Furthermore, let X̃⇤ denote the anisotropic vector field given at v 2 ⇤ by

(X̃⇤)(v) =
�
X̃(s �p(v))

�⇤
v .

Note that X̃ and X̃⇤ are related by ds · X̃⇤
V = X̃ �s for any locally admissible choice of V .

Definition 3.1.10. An ambient vector field V is called projectable when there exists a base
vector field Ṽ satisfying

ds ·V = Ṽ �s .
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M T M

eM T eM

X̃⇤
V

s ds

X̃

FIGURE 3.5: Commutative diagram of the gV -horizontal lift X̃⇤
V of X̃ .

In that case, projectable gV -horizontal vector fields are called gV -basic.

M T M

eM T eM

s

V

ds

Ṽ

FIGURE 3.6: Commutative diagram of the projection Ṽ of V .

Proposition 3.1.11. For a vector field V locally admissible on some neighbourhood, every
X̃ 2 X( eM) admits a unique local gV -horizontal lift X 2 X(M), in the sense that X is pro-
jectable onto X̃ and gV -horizontal on that neighbourhood, and any other such vector field
must be equal to X on that neighbourhood.

Recall that we are assuming for our purposes that there exists at a fixed p 2 M a unique
horizontal lift v of each admissible ṽ at s(p), which we can equivalently phrase as the bi-
jectivity of the Legendre map v 7! gv(v, ·) (see Lemma 3.1.7). We shall furthermore assume
that lifting a base vector field pointwise in this way is smooth, and will yield a locally hori-
zontal vector field. (There might not generally exist vector fields with values in A globally,
one simple reason to rule out this possibility in general is that such a vector field would be
nowhere-zero.)

Definition 3.1.12. For each admissible vector ṽ of the base manifold, let ṽ⇤ṽ |p denote by abuse
of notation this unique horizontal lift v 2 ⇤p at each p 2 s�1({p(ṽ)}) satisfying

ds · ṽ⇤ṽ |p = ṽ .

Furthermore, for Ṽ 2 X( eM), let Ṽ ⇤
Ṽ denote the locally unique horizontal vector field V satis-

fying
ds ·Ṽ ⇤

Ṽ =V �s .

Proposition 3.1.13. Let v 2 ⇤ and e 2 Tp(v)M, and denote ṽ = ds ·v and x̃ = ds ·e. Further-
more, consider extensions V 2 X(M) of v with values in ⇤ in some neighbourhood W ⇢ M
of p(v) and E 2 X(M) of e projectable onto Ṽ , X̃ 2 X( eM). Then, assuming existence and
uniqueness of horizontal lifts,

v = v?v = ṽ⇤v = ṽ⇤ṽ |p(v) ,
V = Ṽ?

V = Ṽ ⇤
V = Ṽ ⇤

Ṽ ,

and

e?v = x̃⇤v ,

E?
V = X̃⇤

V ,
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on W, such that ? informally stands for the pullback of ⇤ along s in the sense that

e? = x̃⇤ ,

E? = X̃⇤ ,

as anisotropic tensors. Furthermore, x 2 Tp(v)M is gv-horizontal if and only if

x = x̃⇤v ,

and similarly X 2 X(M) projectable onto X̃ is, on W, gV -horizontal if and only if

X = X̃⇤
V .

Proposition 3.1.14. The Cartan tensors of L and L̃ can be identified for horizontal vectors
in the following sense: let v 2 ⇤ and x,y,z 2 Tp(v)M gv-horizontal, then

Cv(x,y,z) = C̃ṽ(x̃, ỹ, z̃) , (3.12)

where ˜ denotes the image by ds . Furthermore, let u 2 Tp(v). Then

Cv(x,u,z) =�1
2 gv(II⇤

v (x,z),u) , (3.13)

being II⇤
v the second fundamental form of ⇤p(v) defined as the part gv-orthogonal to ⇤p(v) at

v in the gv-orthogonal decomposition of the affine space connection of Tp(v)M.

Proof. Let g : R! ⇤p(v) a path of ⇤p(v) satisfying g(0) = v and ġ(0) = z. Let xt ,yt 2 Hv =
Tg(t)⇤p(v). Let x̃t = ds · xt and ỹt = ds · yt . By (3.7),

gg(t)(xt ,yt) = g̃g̃(t)(x̃t , ỹt) . (3.14)

Assimilate the left hand side of the equation above to f (t, t, t) for the smooth R3 !R function
f : (r,s, t) 7! gg(t)(xr,ys). By the chain rule ∂ f (r,s,t)

∂ t = 2Cg(t)(xr,ys, ·)� ∂g(t)
∂ t , differentiating the

left hand side of (3.14) yields

∂gg(t)(xt ,yt)
∂ t =

∂gg(t)(xs,yt)
∂ s

���
s=t

+
∂gg(t)(xt ,ys)

∂ s

���
s=t

+
∂gg(s)(xt ,yt)

∂ s

���
s=t

= gg(t)(ẋt ,yt)+gg(t)(xt , ẏt)+2Cg(t)(xt ,yt , ġ(t)) .

Similarly, differentiating the right hand side of (3.14) yields

∂ g̃g̃(t)(x̃t ,ỹt)
∂ t = g̃g̃(t)( ˙̃xt , ỹt)+ g̃g̃(t)(x̃t , ˙̃yt)+2C̃g̃(t)(x̃t , ỹt , ˙̃g(t)) .

Note how, by definition of differentials, the restriction ds |Tp(v)M : Tp(v)M ! Ts�p(v) eM of ds
to Tp(v)M is its own differential as a smooth map from Tp(v)M to Ts�p(v) eM. Therefore, it
takes the derivative of t 7! xt as a path of Tp(v)M to the derivative of t 7! ds · xt as a path of
Ts�p(v) eM. We have

˙̃xt =
∂ (ds ·xt)

∂ t = ds · ∂xt
∂ t = ˜̇xt , (3.15)

and similarly ˙̃yt = ˜̇yt . By (3.7), we obtain

gg(t)(ẋt ,yt)+gg(t)(xt , ẏt) = g̃g̃(t)( ˜̇xt , ỹt)+ g̃g̃(t)(x̃t , ˜̇yt) = g̃g̃(t)( ˙̃xt , ỹt)+ g̃g̃(t)(x̃t , ˙̃yt) ,
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and thus by (3.14) from (3.15)

Cv(x0,y0,z)�C̃ṽ(x̃0, ỹ0, z̃) = 1
2

∂ (gg(t)(xt ,yt)�g̃g̃(t)(x̃t ,ỹt))
∂ t

���
t=0

= 0

proving (3.12). For the second identity (3.13), note that u is gg(t)-orthogonal to ⇤p(v) at each
g(t) by definition of ⇤p(v) ⇢ ⇤. Recalling that by Lemma 3.1.3 Tg(t)⇤p(v) is the space of
gg(t)-horizontal vectors. A similar computation can then be performed on

gg(t)(xt ,u) = 0

to obtain, since gg(t)(·,u) is zero on Tg(t)⇤p(v), that differentiating the left hand side to

∂gg(t)(xt ,u)
∂ t =

∂gg(t)(xs,u)
∂ s

���
s=t

+
∂gg(s)(xt ,u)

∂ s

���
s=t

= gg(t)(ẋt ,u)+2Cg(t)(xt ,u, ġ(t)) = gg(t)(II⇤
g(t)(ġ(t),xt),u)+2Cg(t)(xt ,u, ġ(t))

gives zero, which is to say

gv(II⇤
v (z,x),u)+2Cv(x,u,z) = gg(0)(II⇤

g(0)(ġ(0),x0),u)+2Cg(0)(x0,u, ġ(0)) = 0 ,

concluding the proof of equation (3.13).

With these simple identities (3.7) and (3.12), we can import much of what was true in pseudo-
Riemannian submersions, mainly the correspondence between ambient gV -horizontal frames
of M and basic gds ·V -orthogonal frames of eM.

Lemma 3.1.15. Given V 2 X(M) with image in ⇤ in the neighbourhood of some p 2 M,
there exists a gV -orthogonal local frame (X1, · · · ,Xk,Wk+1, · · · ,Wn) such that for q 2 M close
enough to p (Wk+1(q), · · · ,Wn(q)) forms a basis of Tq, while (X1(q), · · · ,Xk(q)) forms a basis
of HV (q).

Proof. Let (x1, · · · ,xk, · · · ,xn) and (x̄1, · · · , x̄k) be adapted coordinates around p and s(p).
Since in this system of coordinates the submersion s takes the form

(x1(q), · · · ,xk(q), · · · ,xn(q)) 7! (x̄1(s(q)), · · · , x̄k(s(q))) ,

necessarily
ds · ∂

∂xk+1 = · · ·= ds · ∂
∂xn = 0

such that the n� k vector fields ∂
∂xk+1 , · · · , ∂

∂xn form at each point a basis of T.

To conclude, we may proceed as follows. Where v = V (p), choose a gv-orthonormal basis
(e1, · · · ,ek,uk+1, · · · ,un) of TpM such that the last n�k vectors are vertical, decompose them
in the basis

( ∂
∂x1 |p, · · · , ∂

∂xk |p, · · · , ∂
∂xn |p)

whose last n� k vectors are vertical, such that uk+1, · · · ,un are linear combinations of the
vertical vectors ∂

∂xk |p, · · · , ∂
∂xn |p, and consider the constant coefficient extension of the orig-

inal vectors e1, · · · ,ek,uk+1, · · · ,un in that basis, which yields a local frame of vector fields
(E1, · · · ,Ek,Uk+1, · · · ,Un). Then apply the Gram-Schmidt process starting with the verti-
cal vectors, in order to obtain first the locally mutually gV -orthogonal vertical vector fields
Wk+1, · · · ,Wn and then the complete gV local frame (X1, · · · ,Xk,Wk+1, · · · ,Wn).

By (3.7), we can check that X1(q), · · · ,Xk(q) forms a gV (q)-orthogonal frame of the gV (q)-
horizontal space TV (q)⇤q for q 2 M close to p.
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Proposition 3.1.16. For E,H 2X(M) and X̃ ,Ỹ 2X( eM) such that ds ·E = X̃ �s and ds ·H =
Ỹ �s are constant on submersion fibres, we also have that

ds · [E,H] = [X̃ ,Ỹ ]�s (3.16)

are constant on submersion fibres. Consequently, if W 2X(M) is a vertical vector field, then

[E,W ]?v = 0 . (3.17)

Proof. By the chain rule for differentials, we have for any e 2 T M and f̃ 2C•( eM)

(ds · e) f̃ = d f̃ · (ds · e) = (d f̃ ·ds) · e = d( f̃ �s) · e = e( f̃ �s) , (3.18)

such that pushing forward E to X̃ and letting it act on f̃ is the same as pulling back f̃ to
f = f̃ �s and letting it be acted on by E. In particular, by definition of the Lie brackets,

(ds · [E,H]) f̃ = [E,H] f = E(H( f ))�H(E( f ))
= (X̃(Ỹ f̃ ))�s � (Ỹ (X̃ f̃ ))�s = ([X̃ ,Ỹ ]�s) f̃

where, applying the same reasoning to Ỹ f̃ we applied to f̃ in (3.18), we have implicitly
computed

E(H( f )) = E((ds ·H) f̃ ) = E((Ỹ f̃ )�s) = (ds ·E)(Ỹ f̃ ) = (X̃(Ỹ f̃ ))�s

and similarly H(E( f )) = (Ỹ (X̃ f̃ ))�s .

Lemma 3.1.17. Let v 2 ⇤ with a locally horizontal extension V 2 X(M) projectable onto
some Ṽ 2X( eM), and x 2 Hv with a locally gV -horizontal extension X 2X(M). Let ṽ = ds ·v
and x̃ = ds · x. Then

—v
vV = (e—ṽ

ṽṼ )⇤v , (3.19)

and
—v

xV = (e—ṽ
x̃Ṽ )⇤v +

1
2 [X ,V ]>v �C]

v(x,—v
vV )>v . (3.20)

Furthermore, let y,z 2 Hv, a locally gV -horizontal extensions X ,Y 2X(M) of x,y projectable
onto Ỹ 2 X( eM), and w 2 Tp(v). Then

gv(—v
xY,w) = gv(

1
2 [X ,Y ]�C]

v(—v
xV,y)�C]

v(x,—v
yV ),w)+Cv(x,y,—v

wV ) , (3.21)

and

gv(—v
xY,z) = gv((e—ṽ

x̃Ỹ )
⇤
v �C]

v((—v
xV )>v ,y)�C]

v(x,(—v
yV )>v ),z)+Cv(x,y,(—v

zV )>v ) . (3.22)

Lastly, we have for each projectable gV -horizontal extension Z of z

gv(—v
wY,z) = gv(w, 1

2 [Z,Y ]
>
v �C]

v(—v
yV,z)+C]

v(y,—v
zV ))�Cv(z,y,—v

wV ) . (3.23)

When V is locally the horizontal lift of an extension Ṽ 2X(M) of ṽ satisfying e—ṽṼ = 0 as per
Proposition 1.3.18, we have in particular

—v
xV = 1

2 [X ,V ]>v (3.24)

for any x 2 Hv with any extension X 2 X(M), and

gv(—v
xY,w) =

1
2 gv([X ,Y ]>v �C]

v([X ,V ]>v ,y)�C]
v(x, [Y,V ]>v ),w)+Cv(x,y,—v

wV ) (3.25)
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for any y 2 Hv with a locally gV -horizontal projectable extension Y 2 X(M).

Proof. Consider the Koszul formula for the Chern connection — of (M,L)

2gv(—v
xY,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)
�2Cv(z,y,—v

xV )�2Cv(x,z,—v
yV )+2Cv(x,y,—v

zV ) ,

and that of the Chern connection e— of ( eM, L̃) which lifts by (3.7), (3.12) and (3.16) to

2gv((e—ṽ
x̃Ỹ )

⇤
v ,z) = xgV (Z,Y )+ ygV (X ,Z)� zgV (X ,Y )

+gv([Z,X ],y)+gv(x, [Z,Y ])+gv([X ,Y ],z)

�2Cv(z,y,(e—ṽ
x̃Ṽ )⇤v)�2Cv(x,z,(e—ṽ

ỹṼ )⇤v)+2Cv(x,y,(e—ṽ
z̃Ṽ )⇤v) . (3.26)

We can combine these two results into

gv((—v
xY )

?
v ,z) = gv((e—ṽ

x̃Ỹ )
⇤
v �C]

v(y,—v
xV � (e—ṽ

x̃Ṽ )⇤v)�C]
v(x,—v

yV � (e—ṽ
ỹṼ )⇤v),z)

+Cv(x,y,—v
zV � (e—ṽ

z̃Ṽ )⇤v) . (3.27)

By setting Y to V , we obtain by Proposition 1.2.7

(—v
xV )?v = (e—ṽ

x̃Ṽ )⇤v �C]
v(x,—v

vV � (e—ṽ
ṽṼ )⇤v)

?
v . (3.28)

By setting x to v, we have
(—v

vV )?v = (e—ṽ
ṽṼ )⇤v .

Similarly,

2gv(—v
xY,w) = gv([X ,Y ]>v ,w)�2Cv(w,y,—v

xV )�2Cv(x,w,—v
yV )+2Cv(x,y,—v

wV ) ,

where gV (W,Y ) = gV (X ,W ) = 0 since vertical and gV -horizontal vector fields are by defi-
nition gV -orthogonal, wgV (X ,Y ) since by (3.7) gV (X ,Y ) = g̃Ṽ (X̃ ,Ỹ ) �s is constant on the
submersion fibre through p(v), which is a submanifold of M to which w is tangent, and
gv([W,X ],y) = gv(x, [W,Y ]) = 0 by (3.7) and (3.16), proving (3.21). Then,

2gv(—v
xV,w) = gv([X ,V ]>v ,w)�2Cv(x,w,—v

vV ) ,

or by non-degeneracy
(—v

xV )>v = 1
2 [X ,V ]>v �C]

v(x,—v
vV )>v , (3.29)

and finally
2gv(—v

vV,w) = 0 ,

such that
(—v

vV )>v = 0 ,

proving (3.19). We can reinsert this result into equation (3.29) as

(—v
xV )>v = 1

2 [X ,V ]>v �C]
v(x,(e—ṽ

ṽṼ )⇤v)
>
v ,

and into equation (3.28) as
(—v

xV )?v = (e—ṽ
x̃Ṽ )⇤v ,
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proving (3.20). We can in turn reinsert that result into equation (3.27) as

gv((—v
xY )

?
v ,z) = gv((e—ṽ

x̃Ỹ )
⇤
v ,z)�Cv(z,y,(—v

xV )>v )�Cv(x,z,(—v
yV )>v )+Cv(x,y,(—v

zV )>v ) ,

proving (3.22). The Koszul formula also yields

2gv(—v
wY,z) = gv(w, [Z,Y ]>v )�2Cv(z,y,—v

wV )�2Cv(w,z,—v
yV )+2Cv(w,y,—v

zV ) ,

with the same simplifications as mentioned earlier, proving (3.23).

3.1.2 O’Neill tensors

Let — be the Chern connection of (M,L). When generalising from submanifolds to submer-
sions, in which the ambient manifold M is fibred by submanifolds which in some sense are
the individual points of the base manifold, the evaluation —v

eH of the Chern connection in
v 2 T M, e 2 Tp(v)M and H 2 X(M) splits as

—v
eH =

⇣
—v

e(H
>+H?)

⌘>

v
+
⇣

—v
e(H

>+H?)
⌘?

v

= (—v
eH>)>v +(—v

eH>)?v +(—v
eH?)>v +(—v

eH?)?v . (3.30)

Note how precisely the terms (—v
eH>)?v and (—v

eH?)>v are tensorial, by an argument similar
to the one presented for equation (1.31), for f 2C•(M),

(—v
e( f H)>)?v =

⇣
e( f )H>

v + f —v
eH>

⌘?

v
= f (—v

eH>)?v ,

(—v
e( f H)?)>v =

⇣
e( f )H?

v + f —v
eH?

⌘>

v
= f (—v

eH?)>v .

Consequently,
cv

e h = (—v
eH>)?v +(—v

eH?)>v

is tensorial in H 2 X(M), depending only on h = H(p(v)).

Notational consistency would demand that we write the evaluation cv
e h of the anisotropic

tensor c as cv(e,h), and this is the notation we have used in Chapter 2. Nevertheless, as will
become evident in the computational steps leading up to the main theorem of this chapter and
the unified fundamental equation (3.83) of pseudo-Finsler submersions, the tensor c will be
persistently chained with itself and in combination with —.

Following O’Neill’s choice of a notation, and despite the rupture with the notation from
the previous chapter, let us prefer to write cv

e h instead of cv(e,h) so as to be able to write
cv

e cv
h , (—ec)v

h and cv
e —v

h rather than the more cumbersome cv(e,cv(h, ·)), (—ec)v(h, ·) and
cv(e,—v

h·). We hope that this decision will make it easier to compare the results with O’Neill’s
original article [14].

While we may prefer to use c in order to write simpler intermediate calculations, let us nev-
ertheless define the O’Neill tensors Av

e = cv
e?v

and T v
e = cv

e>v
by analogy to [14]. In order to

define rigorously the tensors T and A as anisotropic tensors, recall the necessary condition
that the vertical space must be non degenerate with respect to gv for all v 2 A. As discussed
earlier, by definition of a pseudo-Finsler submersion, this will be true for vertical and hori-
zontal vectors, and we can reduce the domain of definition of L to ensure this condition which
always holds when gv is positive definite and as a consequence of this reduction it may be
that A is non-connected.
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Definition 3.1.18. Let A,T be the anisotropic tensors given for v2 A, e2 Tp(v)M with w= e>v
and x = e?v , H 2 X(M) and h = H(p(v)) by

Av
eh = (—v

xH?)>v +(—v
xH>)?v , (3.31)

and
T v

e h = (—v
wH?)>v +(—v

wH>)?v . (3.32)

We may obtain (3.40) and (3.41) by expressing (3.30) in terms of the vector fields U = H>
V

and Y = H?
V for any locally admissible choice of extension V 2 X(M) of v up to a C] term

given by the following proposition.

Proposition 3.1.19. For v 2 A and any e 2 Tp(v)M,

(∂̇e>)v = 2(C]
v(e

?
v , ·))>v , (∂̇e?)v =�2(C]

v(e
?
v , ·))>v . (3.33)

In particular, if v 2 ⇤, then
(∂̇v>)v = 0 . (3.34)

Proof. Let w = e>v and x = e?v , and observe how (∂̇w>)v = (∂̇w)v = 0 implies

(∂̇e>)v = (∂̇w>+ ∂̇x>)v = (∂̇x>)v .

Let h 2 Tp(v)M, and consider a smooth one parameter family of gv+th-orthonormal bases
(ut

1, · · · ,ut
m) of Tp(v) over t 2 R close to 0 and let u̇0

i denote the derivative at t = 0 of each
ui : R! Tp(v)M. Note that u̇0

i 2 Tp(v). Denote ei = gv+te(ui(t),ui(t)). By definition

(∂̇x>)v(h) = ∂
∂ t Â

i
eigv+th(e,ut

i)u
t
i

���
t=0

= Â
i

ei
�
gv(x, u̇0

i )u
0
i +2Cv(x,u0

i ,h)u
0
i +gv(x,u0

i )u̇
0
i
�

= 2Â
i

eigv(C]
v(x,h),u

0
i )u

0
i = 2(C]

v(x,h))
>
v .

Conclude (3.33) up to noting that ∂̇x? = ∂̇ (x>+ x?)� ∂̇x> =�∂̇x>.

In particular,
(∂̇v>)v = 2(C]

v(v
?
v , ·))>v =�2(C]

v(v
>
v , ·))>v

is identically zero for v 2 ⇤ which necessarily satisfies v>v = 0.

Observe how, in the anisotropic case, the O’Neill tensors Av
ex and T v

e x are no longer the
vertical part of the gv-orthogonal decomposition of —v

eX for any extension X 2 X(M) of
x 2 Hv, due to this C] term.

Lemma 3.1.20. Let v 2 A, C] defined as in (1.19), vertical vectors w,u 2 Tp(v) and gv-
horizontal vectors x,y 2 Hv. Then for any vertical extension U 2 X(M) of u

—v
wU = (—v

wU)>v +T v
wu , (3.35)

—v
xU = (—v

xU)>v +Av
xu . (3.36)
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Furthermore, let V 2X(M) extend v with image in A in the neighbourhood of p(v). Then for
any locally gV -horizontal extension Y 2 X(M) of y

—v
wY = (—v

wY )?v +T v
wy�2(C]

v(y,—v
wV ))>v , (3.37)

—v
xY = (—v

xY )
?
v +Av

xy�2(C]
v(y,—v

xV ))>v . (3.38)

In particular, for arbitrary vectors e = w + x and h = u + y with an arbitrary extension
H =U +Y ,

(—v
eH)?v � (—v

xY )
?
v = Av

yw+Av
xu+T v

wu . (3.39)

Proof. By (1.36) and (3.33), we may compute for any vertical extension U 2 X(M) of u

—vU = (—vU>)>v +Avu+T vu+(—vU?)?v = (—vU)>v +Avu+T vu , (3.40)

proving (3.35) and (3.36).

Meanwhile, again by (3.33) for y 2 Hv with a locally gV -horizontal extension Y 2 X(M)

—vY = (—vY>)>v +Avy+T vy+(—vY?)?v

= (—vY>
V )>v +Avy+T vy+(—vY?

V )?v �
h
(∂̇y>)v(—vV )

i>
v
�
h
(∂̇y?)v(—vV )

i?
v

= Avy+T vy+(—vY )?v �2C]
v(y,—vV )>v , (3.41)

proving (3.37) and (3.38) for this extension.

In order to prove (3.39), recall that by (3.17) the mixed Lie brackets of vertical and gV -
horizontal vector fields vanish under ?

v , such that for any vertical extension W of w

(—v
eH)?v = (—v

xY )
?
v +(—v

yW )?v +(—v
xU)?v +(—v

wU)?v = (—v
xY )

?
v +Av

yw+Av
xu+T v

wu .

Nevertheless, the simple properties of the classical O’Neill tensors that Av is a gv-horizontal
operator and T v a vertical one, and that they flip gv-horizontality and verticality of their input,
remain true in the anisotropic case.

Proposition 3.1.21. Let v 2 A, and e 2 Tp(v)M with w = e>v and x = e?v . Then Av is a gv-
horizontal in the sense that

Av
e = Av

x ,

T v is a vertical operator in the sense that

T v
e = T v

w ,

and they interchange verticality and gv-horizontality in the sense that

Avw = (Ave)?v , Avx = (Ave)>v ,

T vw = (T ve)?v , T vx = (T ve)>v .

Proof. The first two equations are immediate consequences of the definitions (3.31) of A and
(3.32) of T . For the other four, note how Avw and T vw are gv-horizontal due to, respectively,
equations (3.36) and (3.35), while Avx and T vx are vertical by equations (3.38) and (3.37).
That is to say Avw = (Avw)?v and T vw = (T vw)?v are gv-horizontal, while Avx = (Avx)>v and
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T vx = (T vx)>v are vertical. By linearity, Avw+Avx = Ave and T vw+T vx = T ve, concluding
the proof.

Proposition 3.1.22. Let v 2 A. The tensors A and T are skew symmetric in the following
sense: for any e,h 2 Tp(v)M,

gv(Ave,h) =�gv(e,Avh) , (3.42)
gv(T ve,h) =�gv(e,T vh) . (3.43)

Furthermore, if v is vertical then T v is symmetric.

Proof. Symmetry of T v on Tp(v) for v vertical is merely Proposition 2.1.5, as indeed its
restriction to Tp(v) is the second fundamental form of the submersion fiber s�1({s �p(v)})
at p(v) and with respect to gv. We can check by Lemma 3.1.20 and for vertical extensions
U,W 2 X(M) of u,w 2 Tp(v) that

[W,U ]|p(v) = [W,U ]>v +T v
wu�T v

u w

is a vertical vector, since by (3.7) and (3.16) gv(x, [W,U ]) = 0 for every x 2 Hv.

Skew symmetry (3.42) and (3.43) for v an arbitrary admissible vector can be obtained in
rigorously the same way as each other, for example using Lemma 3.1.20 under the form

Av
xy = (—v

xY )
>
v +2C]

v(y,—v
xV )>v ,

for x,y 2 Hv, we can compute

gv(Av
xy,u) = gv((—v

xY )
>
v +2C]

v(y,—v
xV )>v ,u) = gv(—v

xY,u)+2Cv(y,u,—v
xV )

= xgV (Y,U)�gv(y,—v
xU) =�gv(y,(—v

xU)?v ) =�gv(y,Av
xu) ,

and similarly
gv(T v

wy,u) =�gv(y,T v
wu) .

By decomposing e = w+ x and h = u+ y for w = e>v , x = e?v , u = h>v and y = h?v and using
Proposition 3.1.21, we have

gv(Ave,h) = gv(Ave,u)+gv(Ave,y) = gv(Avx,u)+gv(Avw,y)
=�gv(x,Avu)�gv(w,Avy) =�gv(x,Avh)�gv(w,Avh) =�gv(e,Avh) ,

and similarly

gv(T ve,h) = gv(T vw,h)+gv(T vx,h) = gv(T vw,y)+gv(T vx,u)
=�gv(w,T vy)�gv(x,T vu) =�gv(e,T vy)�gv(e,T vu) =�gv(e,T vh) .

Lemma 3.1.23. Let v 2 ⇤ and x,y 2 Hv. Then

Av
vv = 0 , (3.44)

Av
xy+Av

yx = 2(A+T )v
C]

v(x,y)
v , . (3.45)
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Let V 2 X(M) be a locally horizontal extension of v and X ,Y 2 X(M) locally gV -horizontal
extensions of x and y. Then

Av
vx =�Av

xv = 1
2 [X ,V ]>v , (3.46)

Av
xy = 1

2 [X ,Y ]>v +(A+T )v
C]

v(x,y)
v+C]

v(A
v
xv,y)>v �C]

v(x,A
v
yv)>v �C]

v(C
]
v(x,y)

?
v ,—v

vV ) . (3.47)

Proof. By (3.38), (3.24), Lemma 3.1.20 and by homogeneity of the Cartan tensor,

Av
xv = —v

xV = 1
2 [X ,V ]>v = 1

2(A
v
xv�Av

vx)

proving (3.44). Similarly,

1
2 [Y,V ]>v = —v

yV = (—v
yV )>v = Av

yv .

Equation (3.45) is an immediate consequence of (3.47), which can be obtained from Lemma
3.1.20 and (3.21) as follows. Recalling that for any vertical extension W of w the Lie brackets
[V,W ] = —v

vW �—v
wV are vertical, by Lemma 3.1.20

—v
wV = (—v

wV )>v +(—v
vW )?v = T v

wv+Av
vw . (3.48)

Then, we can compute by (3.38) and (3.21)

gv(Av
xy,w) = gv(Av

xy�2C]
v(y,—v

xV )+2C]
v(y,—v

xV ),w) = gv(—v
xY +2C]

v(—v
xV,y),w)

= gv(
1
2 [X ,Y ]+C]

v(—v
xV,y)�C]

v(x,—v
yV ),w)+Cv(x,y,—v

wV ) ,

noting that by Propositions 3.1.21 and 3.1.22 together with (3.46)

Cv(x,y,—v
wV ) =Cv(x,y,Av

vw+T v
wv�C]

v(w,—v
vV )?v )

= gv(C]
v(x,y)

?
v ,A

v
vw)+gv(C]

v(x,y)
>
v ,T

v
wv)�gv(C]

v(x,y),C
]
v(w,—v

vV )?v )

=�gv(Av
vC

]
v(x,y)

?
v ,w)�gv(T v

C]
v(x,y)>v

w,v)�Cv(C]
v(x,y)

?
v ,w,—v

vV )

= gv(Av
C]

v(x,y)
v,w)+gv(T v

C]
v(x,y)

v,w)�gv(C]
v(C

]
v(x,y)

?
v ,—v

vV ),w)

= gv((A+T )v
C]

v(x,y)
v�C]

v(C
]
v(x,y)

?
v ,—v

vV ),w) .

3.1.3 Gauss formula and dual Gauss formula

Definition 3.1.24. Let bQ be the anisotropic tensor defined for each v 2 A and gv-horizontal
x by bQv

x = bQvx = 0 and for each vertical u and w by

bQv
uw =�

⇣
T v

v C]
v(u,w)+C]

v(T
v

v u,w)+C]
v(u,T

v
v w)

+C]
v(C

]
v(u,w)

>
v ,T

v
v v)�C]

v(C
]
v(u,T

v
v v)>v ,w)�C]

v(u,C
]
v(w,T

v
v v)>v )

⌘>

v

Lemma 3.1.25 (Gauss formula). For v 2 ⇤ and u,w 2 Tp and any vertical extension W of w,

(—v
uW )>v = b—v

uW + bQv
uw .

Proof. Completely analogous to the proof of Theorem 2.1.10.
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Definition 3.1.26. Let eQ be the anisotropic tensor defined for each v 2 A and vertical w by
eQv

w = eQvw = 0 and for x,y 2 Hv by

eQv
xy =

⇣
Av

vC
]
v(x,y)+C]

v(A
v
vx,y)+C]

v(x,A
v
vy)

⌘?

v
.

Note how, by skew-symmetry (3.42), we can equivalently characterise eQ as follows: for each
v 2 ⇤ and x,y,z 2 Hv,

gv( eQv
xy,z) =Cv(Av

vx,y,z)+Cv(x,Av
vy,z)�Cv(x,y,Av

vz) .

Lemma 3.1.27 (Dual Gauss Formula). For v 2 ⇤ and x,y 2 Hv with projections ṽ = ds ·,
x̃ = ds ·x and ỹ = ds ·y, and any extension E 2X(M) of y projectable onto some Ỹ 2X( eM),

(—v
xE)?v = (e—ṽ

x̃Ỹ )
⇤
v + eQv

xy . (3.49)

Proof. Let V be a locally admissible extension of v projectable onto some Ṽ satisfying e—ṽṼ ,
and Y 2 X(M) a locally gV -horizontal extension of y projectable onto Ỹ . By Lemma 3.1.20,
we have on Hv

(—vV )>v = Avv ,

allowing us to simplify (3.22) and obtain

gv(—v
xY,z) = gv((e—ṽ

x̃Ỹ )
⇤
v �C]

v(A
v
xv,y)�C]

v(x,A
v
yv),z)+Cv(x,y,Av

zv)

where, by (3.42) and (3.46), the last term can be manipulated into

gv(C]
v(x,y),A

v
zv) =�gv(C]

v(x,y),A
v
vz) = gv(Av

vC
]
v(x,y),z) .

Conclude by Lemma 3.1.20, from which we obtain

(—v
xE)?v = (—v

xY )
?
v +(—v

x(E
>
V ))?v = (—v

xY )
?
v +Av

xE>
v = (—v

xY )
?
v .

Observe that, by (3.39), we can rewrite the dual Gauss formula under the slightly more gen-
eral form (3.79).

3.1.4 Alternation properties

Recall from the definition of anisotropic tensor derivation that for each v 2 A and E,H 2
X(M) extending e,h 2 Tp(v)M, the tensor —A is unambiguously determined by

—v(AEH) = (—A)v
eh+Av

—vEh+Av
e—vH , (3.50)

and let —T be the anisotropic tensor unambiguously determined by

—v(TEH) = (—T )v
eh+T v

—vEh+T v
e —vH . (3.51)

Similarly, let — eQ be the anisotropic tensor unambiguously determined by

—v( eQEH) = (— eQ)v
eh+ eQv

—vEh+ eQv
e—vH . (3.52)
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To simplify later computation, recall our short hand c = A+T and —c = —A+—T . Further-
more,

(—c)v
xh = —v(AV

X H)�cv
—vX h�Av

x—vH � (∂̇Axh)v(—vV ) = (—A)v
xh�T v

—vX h ,

thus, since (T vh)>v = T v(h?v ),

((—c)v
xw)>v = ((—A)v

xw)>v . (3.53)

Similarly,

(—c)v
wh = —v(TV

W H)�cv
—vW h�T v

w—vH � (∂̇Twh)v(—vV ) = (—T )v
wh�T v

—vW h ,

thus, since (Avh)?v = Av(h>v ),

((—c)v
wx)?v = ((—T )v

wx)?v . (3.54)

These two identities (3.53) and (3.54) motivate the following Lemma.

Lemma 3.1.28. Let v 2 A, x,y 2 Hv, w,u 2 Tp(v) and e 2 Tp(v)M. Then

�
(—wA)v

eu
�>

v = T v
wAv

eu�Av
eT v

wu , (3.55)

�
(—xA)v

eu
�>

v = Av
xAv

eu�Av
eAv

xu , (3.56)
�
(—wT )v

eu
�>

v = T v
wT v

e u�T v
e T v

wu , (3.57)

and �
(—xT )v

eu
�>

v = Av
xT v

e u�T v
e Av

xu . (3.58)

Furthermore, �
(—wA)v

ey
�?

v = T v
wAv

ey�Av
eT v

wy , (3.59)
�
(—xA)v

ey
�?

v = Av
xAv

ey�Av
eAv

xy , (3.60)
�
(—wT )v

ey
�?

v = T v
wT v

e y�T v
e T v

wy , (3.61)

and �
(—xT )v

ey
�?

v = Av
xT v

e y�T v
e Av

xy . (3.62)

Proof. Using the shorthand c = A+T , and for arbitrary tangent vectors e,h 2 Tp(v)M,

(—e>v A)v
h +(—e?v A)v

h +(—e>v T )v
h +(—e?v T )v

h = (—ec)v
h ,

furthermore

(T v
e>v

Av
h�Av

hT v
e>v
)+(Av

e?v
Av

h�Av
hAv

e?v
)+(T v

e>v
T v

h �T v
h T v

e>v
)+(Av

e?v
T v

h �T v
h Av

e?v
) = (cv

e cv
h �cv

h cv
e ) .

In light of (3.53) and (3.54), the eight identities can thus be summed up for every w 2 Tp(v)
as �

(—ec)v
hw

�>
v = cv

e cv
hw�cv

h cv
e w , (3.63)

and for every x 2 Hv �
(—ec)v

hx
�?

v = cv
e cv

hx�cv
h cv

e x , (3.64)
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which we shall prove for any e,h 2 Tp(v)M by considering a locally admissible extension
V 2 X(M) of v satisfying —v

eV = 0, some extension H 2 X(M) of h, a vertical extension
W 2 X(M) of w and a locally gV -horizontal extension X of x 2 Hv. Then,

(—ec)v
hw = —v

e(cV
HW )�cv

—v
eHw�cv

h—v
eW , (3.65)

where the middle term of the right hand side is gv-horizontal by Proposition 3.1.21 and will
vanish under >

v . Similarly, by Lemma 3.1.20, the last term leaves only

(cv
h—v

eW )>v = (Av
h—v

eW )>v +(T v
h —v

eW )>v = (Av
h(A

v
ew+T v

e w))>v +(T v
h (A

v
ew+T v

e w))>v = cv
h cv

e w .

That is to say, being u 2 Tp(v) with a vertical extension U 2X(M), by skew-symmetry (3.42)
and (3.43) and Lemma 3.1.20,

gv((—ec)v
hw,u) = gv(—v

e(cV
HW ),u)�gv(cv

h cv
e w,u)

= egV (cV
HW,U)�gv(cv

hw,—v
eU)�2Cv(cv

hw,u,—v
eV )�gv(cv

h cv
e w,u)

=�gv(cv
hw,cv

e u)�gv(cv
h cv

e w,u) = gv(cv
e cv

hw�cv
h cv

e w,u) ,

recalling that cV
HW is locally gV -horizontal, such that gV (cV

HW,U) = 0 in the neighourhood
of p(v). Conclude (3.63) by Proposition 3.1.21 and by non-degeneracy.

By an identical computation, we find that

(—ec)v
hx = —v

e(cV
HX)�cv

—v
eHx�cv

h—v
eX , (3.66)

where the middle term of the right hand side is vertical by Proposition 3.1.21 and will vanish
under ?

v . Similarly, by Lemma 3.1.20, the last term leaves only

(cv
h—v

eX)>v = (Av
h—v

eX)>v +(T v
h —v

eX)>v = (Av
h(A

v
ex+T v

e x))>v +(T v
h (A

v
ex+T v

e x))>v = cv
h cv

e w ,

noting that the �2C]
v(x,—v

eV )>v term in the decomposition is zero for our choice of extensions
satisfying —v

eV = 0. That is to say, being y 2 Hv with a locally gV -horizontal extension
Y 2 X(M), by skew-symmetry (3.42) and (3.43) and Lemma 3.1.20,

gv((—ec)v
hx,y) = gv(—v

e(cV
HX),y)�gv(cv

h cv
e x,y)

= egV (cV
HX ,Y )�gv(cv

hx,—v
eY )�2Cv(cv

hx,y,—v
eV )�gv(cv

h cv
e x,y)

=�gv(cv
hx,cv

e y)�gv(cv
h cv

e x,y) = gv(cv
e cv

hx�cv
h cv

e x,y) ,

recalling that cV
HX is locally vertical, such that gV (cV

HX ,Y ) = 0 in the neighourhood of p(v).
Conclude (3.64) by Proposition 3.1.21 and by non-degeneracy.

To conclude the proof, note how for any choice of extension E of e

(—A)v
e>v

u = —v(AV
E>

V
U)�Av

(—vE>
V )?v

u�Av
e>v

—vU =�Av
(—vE>

V )?v
u

since Av
e>v

and AV
E>

V
are both zero by definition of A, and therefore is gv-horizontal by property

of A (since u is vertical) and vanishes under >v. By the same computation, (—T )v
e?v

u also
vanishes under >

v , similarly (—A)v
e>v

y and (—T )v
e?v

y both vanish under ?
v . Thus, indeed, we

may deduce the first four equations from (3.63) and the last four from (3.64).

Equations (3.65) and (3.66) can be split into an equation on A (3.73) and an equation on T
(3.74), providing us with the following simplifications (see Lemma 4 from [14]).
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Lemma 3.1.29. For v 2 A, x,y 2 Hv and w,u 2 Tp(v),

(—v
wA)v

u =�Av
T v

wu , (3.67)

(—v
xT )v

y =�T v
Av

xy , (3.68)

(—v
xA)v

u =�Av
Av

xu , (3.69)

(—v
wT )v

y =�T v
T v

wy . (3.70)

Proof. Note how we may combine these equations by pairs into the equivalent forms, for
e 2 Tp(v)M arbitrary,

(—v
eA)v

u =�Av
cv

e u (3.71)

and
(—v

eT )v
y =�T v

cv
e y , (3.72)

using as before our shorthand c =A+T . Consider any extension E 2X(M), and the usual lo-
cally admissible extension V , locally gV -horizontal extensions X ,Y,Z and vertical extensions
W,U,S. By Lemma 3.1.20, from the derivation

(—vA)v
ue = —v(AV

U E)�Av
—vU e�Av

u—vE � (∂̇A)v(u,e,—vV )

=�Av
cvue� (∂̇A)v(u,e,—vV ) (3.73)

we obtain the first equation, and from the derivation

(—vT )v
ye = —v(TV

Y E)�T v
—vY e�T v

y —vE � (∂̇T )v(y,e,—vV )

=�T v
cvye� (∂̇T )v(y,e,—vV ) (3.74)

the other equation, for a locally admissible choice of extension satisfying —vV = 0.

Using Lemmas 3.1.28 and 3.1.29, we can eliminate covariant derivation from any terms of
the form

(—eA)v
h, (—eT )v

h

when splitting along vertical and gv-horizontal parts, except for the following cases. Being
x,y 2 Hv arbitrary gv-horizontal vectors and w,u 2 Tp(v) arbitrary vertical vectors, neither
terms

((—A)v
xy)>v , ((—T )v

wu)?v
can generally be further simplified in the way of Lemma 3.1.28 or Lemma 3.1.29, and they
are the only two instances of —A and —T that ever need to be computed by hand in specific
contexts. As O’Neill mentioned in Lemma 6 of [14], the best that can be done about these
two remaining terms in the isotropic case is to note that they exhibit symmetry and anti-
symmetry; in our anisotropic case, symmetry and almost-antisymmetry.

Proposition 3.1.30. Let v 2 A, w 2 Tp(v) and x,y,z 2 Hv. Then

gv(T v
Av

xyz,w) = gv(T v
wz,Av

xy) . (3.75)

Proof. By Proposition 3.1.22, gv(T v
Av

xyz,w) =�gv(z,T v
Av

xyw) =�gv(z,T v
wAv

xy) = gv(T v
wz,Av

xy).
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3.1.5 Geodesic properties

The geodesics of (M,L) and ( eM, L̃), defined as smooth paths verifying the differential equa-
tion (1.46) or its local equivalent (1.47) substituting — and G for e— and eG as well as summing
over the fewer indices of the corresponding coordinate functions in the latter case of the base
manifold, are remarkably well behaved in the context of pseudo-Finsler submersions.

This subsection contains the succinct proof of two facts: that the geodesics of M come in
two kinds, horizontal and nowhere-horizontal, with no in-between; and that those horizontal
geodesics are precisely the lifts of the geodesics of the base manifold.

This means we can strengthen our previous Lemma 3.1.15 to guarantee that geodesic frames
around any p2M that split between horizontal and vertical geodesics induce geodesic frames
around s(p), and conversely that geodesic frames around b 2 eM lift to horizontal geodesics
that can be completed into a full geodesic frame around any p 2 s�1({b}).

Lemma 3.1.31. Horizontal geodesics of (M,L) project by s onto geodesics of ( eM, L̃), and
conversely horizontal lifts of geodesics of ( eM, L̃) are geodesics of (M,L).

Proof. Consider a geodesic g of (M,L) such that ġ has image in ⇤. By the dual Gauss formula
(3.49), we can write

e— ˜̇g
˜̇g
˜̇g = ds ·—ġ

ġ ġ = 0 ,

which is to say s � g is then a geodesic of eM with respect to ( eM, L̃). Assuming conversely
that s � g is a geodesic, we have, again by the formula (3.49),

(—ġ
ġ ġ)?ġ = (e— ˜̇g

˜̇g
˜̇g)⇤ġ = 0 ,

while by Lemma 3.1.20, (3.44) and Proposition 1.2.7 recalling that ġ = (ġ)?v is horizontal

(—ġ
ġ ġ)>ġ = Aġ

ġ ġ �2C]
v(ġ,—

ġ
ġ ġ)>v = 0 .

Theorem 3.1.32. Anywhere horizontal geodesics are horizontal everywhere.

Proof. If ġ(t) is horizontal for any t 2R, then projecting to (s � g)0(t) there exists by Propo-
sition 1.3.14 a unique geodesic of eM through s � g(t) with velocity (s � g)0(t) at that point
whose horizontal lift is by the previous lemma an everywhere horizontal geodesic of M with
velocity ġ(t) at g(t). By uniqueness, g must be that geodesic.

3.2 O’Neill equations

The aim of this section is to generalise the fundamental equations {0} to {4} in [14]. To this
end, let us introduce the following curvature tensors.

Proposition 3.2.1. Let v 2 A with a locally admissible extension V 2 X(M) and B,E,H 2
X(M). Then ⇣

—v
B(—V

EH>)>V �—v
E(—V

BH>)>V �—v
[B,E]H

>
⌘>

v
⇣

—v
B(—V

EH?)?V �—v
E(—V

BH?)?V �—v
[B,E]H

?
⌘?

v
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are C•(M)-multilinear in B,E,H and

⇣
—v

B(—EH>)>�—v
E(—BH>)>�—v

[B,E]H
>
⌘>

v

⇣
—v

B(—EH?)?�—v
E(—BH?)?�—v

[B,E]H
?
⌘?

v

define anisotropic tensors in B(p(v)),E(p(v)),H(p(v)).

Proof. Proceed as with the ordinary anisotropic curvature tensor.

Definition 3.2.2. Let us denote these tensors by R> and R? respectively, such that for v 2 A

and b,e,h 2 Tp(v)M with extensions B,E,H 2 X(M)

R>
v (b,e)h =

⇣
—v

b(—EH>)>�—v
e(—BH>)>�—v

[B,E]H
>
⌘>

v
,

and
R?

v (b,e)h =
⇣

—v
b(—EH?)?�—v

e(—BH?)?�—v
[B,E]H

?
⌘?

v
.

3.2.1 Preliminary simplifications for a unified fundamental equation

Proposition 3.2.3. Let v 2 A with ṽ = ds · v and a locally admissible extension V 2 X(M)
projectable onto some Ṽ 2 X( eM), w 2 Tp(v) and x 2 Hv with x̃ = ds · x. Then

—v
wV = T v

wv+Av
vw (3.76)

and
—v

xV = Av
xv+(e—ṽ

x̃Ṽ )⇤v . (3.77)

Proof. Let e = w+ x. By Lemma 3.1.20 together with Proposition 1.2.7, we have

—v
wV = (—v

wV )?v +T v
wv

while
—v

xV = (—v
xV )?v +Av

xv .

Note that we can simplify eQv
v = 0 by Proposition 1.2.7, such that by (3.49) and recalling that

[V,W ]|p(v) = —v
vW �—v

wV is vertical for every vertical extension W of w

—v
eV = T v

wv+(—v
eV )?v +Av

xv = T v
wv+Av

vw+(e—ṽ
x̃Ṽ )?v +Av

xv .

Proposition 3.2.4. Let v 2 A and e,h 2 Tp(v)M with any extension H 2 X(M). Then

—v
eH = (—v

eH>)>v +Av
eh+T v

e h+(—v
eH?)?v . (3.78)

Consequently,
—v

eH> = (—v
eH>)>v +cv

e h>v

and
—v

eH? = cv
e h?v +(—v

eH?)?v .
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Proof. We obtain (3.78) by definition of the O’Neill tensors,

—v
eH = (—v

eH>)>v +(—v
eH>)?v +(—v

eH?)>v| {z }
Av

eh+T v
e h

+(—v
eH?)?v .

Proposition 3.2.5. Let v 2 ⇤ and e,h 2 Tp(v)M with any extension H 2X(M) of h projectable
onto some H̃ 2 X( eM). Then, using the shorthand c = T +A,

—v
eH = (—v

eH>)>v +cv
e h+(e—ṽ

ẽH̃)⇤v + eQv
eh+(Av

he)?v . (3.79)

Proof. For a locally projectable horizontal extension V of v, by definition

—v
eH = (—v

eH>)>v +cv
e h+(—v

eH?)?v .

Consider a locally gV -horizontal projectable extension X of e?v and a vertical extension U of
e>v . Using (3.33) and Lemma 3.1.20, from the dual Gauss formula and noting that the Lie
bracket of projectable vector fields is vertical when either vector field is vertical,

(—v
eH?)?v = (—v

e(H
?
V ))?v = (—v

X(H
?
V ))?v +(—v

U(H
?
V ))?v

= (e—ṽ
ẽH̃)⇤v + eQv

eh+(—v
H?

V
U)?v = (e—ṽ

ẽH̃)⇤v + eQv
eh+Av

h(e
>
v ) .

This concludes the proof up to Av
h(e

>
v ) = (Av

he)?v by property of A.

Proposition 3.2.6. For v 2 A with a locally admissible vector field extension V , b,e,h 2 TpM
with vector field extensions B,E,H and w 2 Tp with vertical extension W,

R>
v (b,e)w =

⇣
—v

b(—V
EW )>V �—v

E(—V
BW )>V �—v

[B,E]W
⌘>

v
�2C]

v(T
v

e w,—v
bV )>v

+2C]
v(T

v
b w,—v

eV )>v �Pv(e,w,—v
bV )>v +Pv(b,w,—v

eV )>v , (3.80)

and

R?
v (b,e)h =

⇣
—v

b(—V
EH?

V )?V �—v
e(—V

BH?
V )?V �—v

[B,E]H
?
V

⌘?

v
+2(T +A)v

eC
]
v(h

?
v ,—v

bV )>v

�2(T +A)v
bC]

v(h
?
v ,—v

eV )?v �Pv(e,h?v ,—v
bV )?v +Pv(b,h?v ,—v

eV )?v . (3.81)

Proof. In the first equation, as W> is identically equal to W , we may compute by (3.33)

—v
b(—EW )> = —v

b(—V
EW )>V � (∂̇ (—eW )>)v(—v

bV )

= —v
b(—V

EW )>V �2C]
v(T

v
e w,—v

bV )>v �Pv(e,w,—v
bV )>v ,

and a similar identity when commuting e and b. In the second case, we have

—v
[B,E]H

? = —v
[B,E]H

?
V � (∂̇ (H?))v(—v

[B,E]V ) = —v
[B,E]H

?
V +2C]

v(h
?
v ,—v

[B,E]V )>v ,

whose last term vanishes under ?
v , while

(—v
b(—EH?)?)?v = (—v

b(—V
EH?)?V )

?
v � ((∂̇ (—eH?)?)v(—v

bV ))?v .
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By (1.45),

((∂̇ (—eH?)?)v(—v
bV ))?v = ((∂̇ (—v

eH?)?)v(—v
bV ))?v +(((∂̇ (—eH?))v(—v

bV ))?v )
?
v

= ((∂̇ (—eH?))v(—v
bV ))?v = Pv(e,h?v ,—v

bV )?v +((—e(∂̇H?))v(—v
bV ))?v ,

having ignored vertical terms that vanish under ?
v . Lastly,

(—V
EH?)?V = (—V

EH?
V )?V � ((∂̇H?)V (—V

EV ))?V = (—V
EH?

V )?V ,

again ignoring the vertical term from (3.33). All that remains is

(—e(∂̇H?))v(—v
bV ) =�2(—eC](H?, ·)>)v(—v

bV )

and from there we obtain (up to extending formally the definition of the tensors T and A to
also be defined for anisotropic tensor fields as inputs)

(—e(∂̇H?))v(—v
bV ) =�2(—v

eC
](H?,—BV )>)?v =�2(T +A)v

eC
]
v(h

?
v ,—v

bV )>v .

Thus we have computed

(—v
b(—EH?)?)?v = (—v

b(—V
EH?

V )?V )
?
v �Pv(e,h?v ,—v

bV )?v +2(T +A)v
eC

]
v(h

?
v ,—v

bV )>v ,

and similarly we would compute a similar identity commuting b and e, concluding the proof.

Proposition 3.2.7. For v 2 A, e,h 2 Tp(v)M, w 2 Tp(v) and x 2 Hv,

R?
v (e,h)w = 0 , R>

v (e,h)x =�2C]
v(Rv(e,h)v,x)>v .

Proof. The first identity is merely a consequence of the fact that any vertical extension W of
w satisfies that W> is identically equal to W and W? identically equal to 0. As for the second
identity, consider a locally admissible extension V of v satisfying —vV = 0, extensions E and
H of e and h with vanishing Lie brackets at p(v), and a locally gV -horizontal extension X of
x. By (3.33),

(—V
HX>)>V = (—V

HX>
V )>V � ((∂̇X>)V (—V

HV ))>V =�2C]
V (X ,—V

HV )>V .

Differentiating the tensor �2C]
V (·, ·)>V with —v

hV = —v
eV = 0 for our choice of V yields

—v
e((—V

HX>)>V ) =�2C]
v(x,—v

e—V
HV )>v .

Reinserting into

(—v
e(—HX>)>)>v = (—v

e(—V
HX>)>V )

>
v =�2C]

v(x,—v
e—V

HV )>V =�2C]
v(x,—v

e—HV )>V

concludes the proof, up to a similar identity commuting e and h.

Proposition 3.2.8. For each vertical admissible v and vertical s, u and w at p,

R>
v (w,u)s = bRv(w,u)s+(b—w bQ)v

us� (b—u bQ)v
ws+ bQv

w
bQv

us� bQv
u
bQv

ws

�Pv(u,s, bQv
wv+T v

wv)>v +Pv(w,s, bQv
uv+T v

u v)>v
�2C]

v(T
v

u s, bQv
wv+T v

ws)>v +2C]
v(T

v
ws, bQv

uv+T v
u s)>v .
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Proof. Let us proceed as in Proposition 2.16 of [50]. Consider a locally admissible vertical
extension V of v satisfying b—vV = 0, and therefore by the Gauss formula —v

wV = b—v
wV +

bQv
wv+T v

wv = bQv
wv+T v

wv. For vertical extensions S and U and W of s and u and w such that
[W,U ] vanishes at p,

R>
v (w,u) = (—v

w(—U S)>)>v � (—v
u(—W S)>)>v .

By the Gauss formula,

(—v
w(—U S)>)>v = (—v

w
b—V

U S)>v +(—v
w( bQV

U S))>v � (∂̇ (—uS)>)v( bQv
wv+T v

wv) ,

whose last term can be manipulated into the following expression: using the chain rule and
(3.33),

(∂̇ (—uS)>)v = (∂̇ (—v
uS)>)v +Pv(u,s, ·)>v = 2C]

v(T
v

u s, ·)>v +Pv(u,s, ·)>v .

The term (—v
w
b—V

U S)>v can be expanded using the Gauss formula

(—v
w
b—V

U S)>v = b—v
w
b—U S+ bQv

w
b—v

uS+ bPv(u,s, b—v
wV ) = b—v

w
b—U S+ bQv

w
b—v

uS ,

while the term
(—v

w( bQV
U S))>v = b—v

w( bQV
U S)+ bQv

w
bQv

us

can be further expanded by definition of b— bQ

b—v
w( bQV

U S) = (b—w bQ)v
us+ bQvb—v

wU s+ bQv
u
b—v

wS+((∂̇ bQ)v
us)(b—v

wV ) = (b—w bQ)v
us+ bQvb—v

wU s+ bQv
u
b—v

wS .

These combine into

(—v
w(—U S)>)>v = b—v

w
b—U S+ bQv

w
b—v

uS+(b—w bQ)v
us+ bQvb—v

wU s+ bQv
u
b—v

wS+ bQv
w
bQv

us

�2C]
v(T

v
u s, bQv

wv+T v
ws)>v �Pv(u,s, bQv

wv+T v
ws)>v .

When subtracting a similar formula for (—v
u(—W S)>)>v commuted in w and u, the terms bQvb—v

wU s
and bQvb—v

uW s cancel each other out by our assumption that [U,W ] vanishes at p, and the pair of
terms bQv

w
b—v

uS and bQv
u
b—v

wS appears twice with opposite signs.

Proposition 3.2.9. For v 2 ⇤ and x,y,z 2 Hv,

R?
v (x,y)z = eR⇤

v(x̃, ỹ)z̃+Av
zAv

yx�Av
zAv

xy+((—x eQ)v
yz� (—y eQ)v

xz)?v + eQv
y
eQv

xz� eQv
x
eQv

yz

+2Av
zC

]
v(y,A

v
xv)>v +2Av

yC
]
v(z,A

v
xv)>v �2Av

zC
]
v(x,A

v
yv)>v �2Av

xC
]
v(z,A

v
yv)>v

�Pv(y,z,Av
xv)?v +PV (x,z,Av

yv)?v +((∂̇ eQ)v
yz(Av

xv))?v � ((∂̇ eQ)v
xz(Av

yv))?v . (3.82)

Proof. Consider an extension Ṽ of ṽ satisfying e—ṽṼ = 0 and an extension V of v locally the
horizontal lift of Ṽ . Recall from the Gauss formula that (—vV )?v vanishes on Hv. Furthermore,
by Lemma 3.1.20 —vV is equal to Avv on Hv. Let X̃ , Ỹ and Z̃ be extensions of x̃, ỹ and z̃ with
mutual Lie brackets vanishing at p(v). Let X , Y and Z be vector field extensions of x, y
and z that are, locally, the gV -horizontal lifts of X̃ , Ỹ and Z̃. In particular, their mutual Lie
brackets are vertical. By Proposition 3.2.6, it suffices to compute (—v

[X ,Y ]Z)
?
v . By the dual

Gauss formula,
(—v

x(—V
Y Z)?V )

?
v = (—v

x(
e—Ṽ

Ỹ Z̃)⇤V )
?
v +(—v

x
eQV

Y Z)?v .
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By (3.45) and (3.47),

1
2 Av

xy = 1
2 [X ,Y ]>v + 1

2 Av
yx+C]

v(A
v
xv,y)>v �C]

v(x,A
v
yv)>v .

Using (3.39) and Proposition 3.1.21 yields

(—v
[X ,Y ]Z)

?
v = Av

z [X ,Y ] = Av
zAv

xy�Av
zAv

yx+2Av
zC

]
v(A

v
vx,y)>v �2Av

zC
]
v(x,A

v
vy)>v .

Again by the dual Gauss formula and since for our choice of extension e—ṽṼ = 0,

(—v
x(
e—Ṽ

Ỹ Z̃)⇤V )
?
v +(—v

x
eQV

Y Z)?v = (e—ṽ
x̃
e—Ỹ Z̃)⇤v + eQv

x(
e—ṽ

ỹZ̃)⇤v
+((—x eQ)v

yz)?v + eQv
—v

xY
z+ eQv

y(
e—ṽ

x̃Z̃)⇤v + eQv
y
eQv

xz+((∂̇ eQ)v
yz(Av

xv))?v .

When subtracting to the formula we have just obtained a similar formula commuted in x and
y, the pairs of eQv(e—ṽZ̃)⇤v terms cancel each other out, as well as the pair of eQv

—v
xY

z and eQv
—v

yX z
under our assumption that [X ,Y ] is vertical.

In terms of these tensors R> and R?, and using our shorthand c = A+T , we may generalise
O’Neill’s fundamental equations of a Riemannian submersion (equations {0}, {1}, {2}, {3}
and {4} of [14]) into the singled unified closed form (3.83).

3.2.2 Fundamental equations

Lemma 3.2.10 (Unified fundamental equation). For v 2 A and e,h 2 Tp(v)M, using the short-
hand c = A+T ,

Rv(e,h) = R>
v (e,h)+R?

v (e,h)+(—ec)v
h � (—hc)v

e +cv
h cv

e �cv
e cv

h . (3.83)

Proof. Let b 2 Tp(v)M and recall that by definition and for a choice of extensions E,H,B 2
X(B) of b, e and h such that the Lie brackets [E,H] are zero at p(v) we have

Rv(e,h) = —v
e—HB�—v

h—EB .

By Proposition 3.2.4,

—v
e—HB = —v

e(—HB>)>+—v
e(cHB)+—v

e(—HB?)? , (3.84)

where we shall further expand, again by Proposition 3.2.4,

—v
e(—HB>)> = (—v

e(—HB>)>)>v +cv
e (—v

hB>)>v (3.85)

and similarly
—v

e(—HB?)? = cv
e (—v

hB?)?v +(—v
e(—HB?)?)?v (3.86)

such that, together with the definition (3.50) and (3.51) of —c = —A+—T , we obtain

—v
e—HB = (—v

e(—HB>)>)>v +cv
e (—v

hB>)>v

+(—ec)v
hb+cv

—v
eHb+cv

h—v
eB+cv

e (—v
hB?)?v +(—v

e(—HB?)?)?v

= (—v
e(—HB>)>)>v +cv

e (—v
hB>)>v +(—ec)v

hb+cv
—v

eHb+cv
h

⇣
(—v

eB>)>v +cv
e b+(—v

eB?)?v

⌘

+cv
e (—v

hB?)?v +(—v
e(—HB?)?)?v
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and compute similarly —v
h—v

EB. Cancelling out cv
e (—v

hB>)>v +cv
h(—v

eB>)>v and cv
e (—v

hB?)?v +
cv

h(—v
eB?)?v with similar terms,

Rv(e,h)b = (—v
e(—HB>)>)>v � (—v

h(—EB>)>)>v +(—ec)v
hb� (—hc)v

eb

+cv
[E,H]b+cv

h cv
e b�cv

e cv
hb+(—v

e(—HB?)?)?v � (—v
h(—EB?)?)?v

= R>
v (e,h)b+(—ec)v

hb� (—hc)v
eb+cv

h cv
e b�cv

e cv
hb+R?

v (e,h)b .

Corollary 3.2.11. [Fundamental equations of a pseudo-Finsler submersion] For v 2 A, ver-
tical vectors s0,s,u,w 2 Tp(v) and gv-horizontal vectors x,y,z,z0 2 Hv,

gv(Rv(w,u)s,s0) = gv(R>
v (w,u)s,s

0)+gv(T v
ws,T v

u s0)�gv(T v
u s,T v

ws0) {0}
gv(Rv(w,u)s,z) = gv((—wT )v

us,z)�gv((—uT )v
ws,z) {1}

gv(Rv(x,u)s,w) = gv(R>
v (x,u)s,w)+gv(T v

u s,Av
xw)�gv(Av

xs,T v
u w) {1’}

gv(Rv(x,u)s,z) = gv((—xT )v
us,z)�gv((—uA)v

xs,z)�gv(Av
Av

xus,z)�gv(T v
u x,T v

s z) {2}

gv(Rv(x,y)s,w) = gv(R>
v (x,y)s,w)+gv(Av

ys,Av
xw)�gv(Av

xs,Av
yw) {2’}

gv(Rv(x,y)s,z) = gv((—xA)v
ys,z)�gv((—yA)v

xsw,z)+gv(Av
yx,T v

s z)�gv(Av
xy,T v

s z) {3}

gv(Rv(x,y)z,z0) = gv(R?
v (x,y)z,z

0)+gv(Av
xz,Av

yz0)�gv(Av
yz,Av

xz0) . {4}

Proof. Recall that by Proposition 3.2.7 R?
v (w,u)s = R?

v (x,u)s = R?
v (x,y)s = 0. By using

Lemma 3.1.28, for arbitrary vectors e,h 2 Tp(v)M and with the shorthand c = T +A

(—ec)v
hs� (—hc)v

es+cv
h cv

e s�cv
e cv

hs = ((—ec)v
hs� (—hc)v

es)?v +cv
e cv

hs�cv
h cv

e s . (3.87)

All identities but the last can be obtained from (3.83) using the previous simplification, up to
Lemma 3.1.29 and the properties of A and T . In particular,

((—wA)v
us� (—uA)v

ws)?v =�Av
T v

wus+Av
T v

u ws = 0

from which we get {0} and {1},

((—xA)v
us� (—uT )v

xs)?v =�Av
Av

xus+T v
s T v

u x

from which {1’} and {2},
�
(—xT )v

ys� (—yT )v
xs
�?

v =�T v
s Av

xy+T v
s Av

yx

from which {2’} and {3}. In order to prove {4}, we may proceed analogously: indeed by
Lemma 3.1.28

(—ec)v
hz� (—hc)v

ez+cv
h cv

e z�cv
e cv

hz = ((—ec)v
hz� (—hc)v

ez)>v +cv
e cv

hz�cv
h cv

e z

and similarly using Lemma 3.1.29
�
(—xT )v

yz� (—yT )v
xz
�>

v =�T v
Av

xyz+T v
Av

yxz .
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Theorem 3.2.12 (Generalised Gauss equation and dual Gauss equation). For v 2 A\kerds
and s,u,w 2 Tp(v),

(Rv(w,u)s)>v = bRv(w,u)s+T v
wT v

u s�T v
u T v

ws
+(b—u bQ)v

ws� (b—w bQ)v
us+ bQv

u
bQv

ws� bQv
w
bQv

us

�Pv(w,s, bQv
uv+T v

u v)>v +Pv(u,s, bQv
wv+T v

wv)>v
�2C]

v(T
v

ws, bQv
uv+T v

u v)>v +2C]
v(T

v
u s, bQv

wv+T v
wv)>v . {0’}

For v 2 ⇤ and x,y,z 2 Hv,

(Rv(x,y)z)?v = eR⇤
v(x̃, ỹ)z̃+Av

xAv
yz�Av

yAv
xz+Av

zAv
yx�Av

zAv
xy

+2Av
zC

]
v(y,A

v
xv)>v +2Av

yC
]
v(z,A

v
xv)>v �2Av

zC
]
v(x,A

v
yv)>v �2Av

xC
]
v(z,A

v
yv)>v

+((—x eQ)v
yz� (—y eQ)v

xz)?v + eQv
y
eQv

xz� eQv
x
eQv

yz+((∂̇ eQ)v
yz(Av

xv))?v � ((∂̇ eQ)v
xz(Av

yv))?v
�Pv(y,z,Av

xv)?v +Pv(x,z,Av
yv)?v . {4’}

Proof. From {0} and {4} together with Proposition 3.2.8 and equation (3.82).

3.2.3 Flag curvature

Recall from Chapter 1 the definition (1.59) of flag curvature. Let us now introduce the ver-
tical and horizontal sectional curvature analogously to Definition 3.2.2 of the vertical and
horizontal curvature tensors R> and R?.

Definition 3.2.13. Denote by K>
v (e) the vertical flag curvature of (M,L) defined for a flag-

pole v 2 A and a flag held by e 2 Tp(v)M such that L(v)gv(e,e) 6= gv(v,e)2 by

K>
v (e) =

gv(R>
v (v,e)e,v)

L(v)gv(e,e)�gv(v,e)2 ,

and by K?
v (e) the horizontal flag curvature defined by

K?
v (e) =

gv(R?
v (v,e)e,v)

L(v)gv(e,e)�gv(v,e)2 .

Corollary 3.2.14. For v 2 A, w 2 Tp(v) and x 2 Hv,

Kv(w) = K>
v (w)+

gv((—vT )v
ww� (—w(T +A))v

vw,v)
L(v)gv(w,w)�gv(v,w)2

+
�gv(Av

(T+A)v
vww,v)+gv(T v

ww,(T +A)v
vv)�gv((T +A)v

vw,T v
wv)

L(v)gv(w,w)�gv(v,w)2

and

Kv(x) = K?
v (x)+

gv((—vA)v
xx� (—x(T +A))v

vx,v)
L(v)gv(x,x)�gv(v,x)2

+
�gv(T v

(T+A)v
vxx,v)+gv(Av

xx,(T +A)v
vv)�gv((T +A)v

vx,Av
xv)

L(v)gv(x,x)�gv(v,x)2 .
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Proof. Recalling that R?
v (·, ·) is zero when applied to vertical vectors, by Lemma 3.1.28

gv(Rv(v,w)w,v) = gv(R>
v (v,w)w+(—v(T +A))v

ww� (—w(T +A))v
vw,v)

+gv(T v
ww,(T +A)v

vv)�gv((T +A)v
vw,T v

wv) ,

and similarly

gv(Rv(v,x)x,v) = gv(R>
v +R?

v )(v,x)x+(—v(T +A))v
xx� (—x(T +A))v

vx,v)
+gv(Av

xx,(T +A)v
vv)�gv((T +A)v

vx,Av
xv) .

Conclude using by Lemma 3.1.29 (—vA)v
w =�Av

(T+A)v
vw and (—vT )vx =�T v

(T+A)v
vx.

Corollary 3.2.15. For v 2 A\kerds and w 2 Tp(v) such that L(v)gv(w,w) 6= gv(v,w)2

Kv(w) = bKv(w)�
gv(T v

ww,T v
v v)�gv(T v

v w,T v
v w)

L(v)gv(w,w)�gv(v,w)2

� gv(Pv(w,w,T v
v v)� (b—v bQ)v

ww,v)+Cv(w, bQv
vu,T v

v v)
L(v)gv(w,w)�gv(v,w)2 ,

where bK denotes the flag curvature intrinsic to the submersion fibres of s .

Proof. The proof is completely analogous to Corollary 2.2.5.

Corollary 3.2.16. For v 2 ⇤, w 2 Tp(v) and x 2 Hv such that L(v)gv(w,w) 6= gv(v,w) and
L(v)gv(x,x) 6= gv(v,x),

Kv(w) =
gv((—vT )v

ww,v)+gv(Av
vw,Av

vw)�gv(T v
wv,T v

wv)
L(v)gv(w,w)�gv(v,w)2

and
Kv(x) = eK⇤

v(x̃)�
3gv(Av

xv,Av
xv)

L(v)gv(x,x)�gv(v,x)2 ,

where eK denotes the flag curvature of the base manifold of s .

Proof. The first identity follows from {2} using

gv(Av
Av

vww,v) =�gv(w,Av
Av

vwv) = gv(w,Av
vAv

vw) =�gv(Av
vw,Av

vw)

by properties of A, as well as
gv((—wA)v

vw,w) = 0

which we can obtain as follows: for any extension V of v satisfying —v
vV = 0 and vertical

extension W of w,

gv((—wA)v
vw,w) = gv(—v

w(A
V
VW ),v)�gv(Av

—v
wV w,v)�gv(Av

v(—v
wW ),v) .

By properties of A, the last term is

gv(Av
v(—v

wW ),v) =�gv(Av
vv,—v

wW ) = 0

while the first term is

gv(—v
w(A

V
VW ),v) = w(gV (AV

VW,V ))�gv(Av
vw,—v

wV ) =�gv(Av
vw,Av

vw)
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because gV (AV
VW,V ) = �gV (W,AV

VV ) = 0 and (—v
wV )?v = Av

vw for our choice of extension.
The middle term can be manipulated into

gv(Av
—v

wV w,v) =�gv(Av
—v

wV v,w) = gv(Av
v(—v

wV ),w) =�gv(Av
vw,—v

wV ) = gv(Av
vw,Av

vw) .

These three terms indeed cancel to gv((—wA)v
vw,w) = 0.

From {4’}, by property of the Cartan tensor, by the identity eQv
v = eQvv = 0 for v 2 ⇤ and since

gv(Av
v·,v) =�gv(·,Av

vv) = 0,

gv(Rv(v,x)x,v) = gv(eR⇤
v(ṽ, x̃)x̃+3Av

xAv
xv+(—v eQ)v

xx� (—x eQ)v
vx,v)

�gv((∂̇ eQ)v
vx(Av

xv)+Pv(v,x,Av
xv),v) . (3.88)

By definition of — eQ, for a locally horizontal extension V of v and a locally gV -horizontal
extension X of x satisfying —v

xV = Av
xv and —v

vV = 0

(—v eQ)v
xx = —v

v
eQV

X X � eQv
—v

vX x� eQv
x—v

vX

such that, using gv( eQv,v) = 0 for v 2 ⇤ by definition of eQ and property of the Cartan tensor,
and in particular gV ( eQV

X X ,V ) = 0,

gv((—v eQv
xx,v)) = v(gV ( eQV

X X ,V ))�gv( eQv
xx,—v

vV )�2Cv( eQv
xx,v,—v

vV ) = 0

and furthermore since eQV
V = 0

(—x eQ)v
vx = —v

x
eQV

V X � eQAv
xvx� eQv

v—v
xX � (∂̇ eQ)v

vx(Av
xv) =�(∂̇ eQ)v

vx(Av
xv) .

Finally, by (1.44) (see equation (56) of [50])

gv(Pv(v,x,Av
xv),v) = 0 .

This means that only the first two terms are non-zero in (3.88), concluding the proof up to
skew-symmetry of A.

The expressions for Kv(w) and Kv(x) in the last Corollary were previously obtained as The-
orem 5.1 of [32] and Theorem 5.12 of [47]. For the first identity, beware that in [32] the
definition of —T is different from the one provided here.

In the positive definite case, gv(Av
xv,Av

x) is non-negative, such that Finsler submersions never
increase the flag curvature along horizontal flags.

Theorem 3.2.17. Let s be a a Finsler submersion, and denote by K and K̃ the respective
flag curvatures of the ambient and base Finsler manifolds of s . Then for each horizontal v
and gv-horizontal x,

Kv(x) K̃ṽ(x̃) (3.89)

where ṽ and x̃ denote the images of v and x by ds .

This fact has been previously derived by a different method as Theorem 6.1 of [23].

3.3 Application to submersions whose fibres are totally geodesic

This final section presents results my supervisor and I have encountered and expect to publish
promptly (see [52] for a preprint version).
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A pseudo-Finsler submanifold is said to be totally geodesic when geodesics intrinsic to
the submanifold are also geodesic of the ambient manifold. A pseudo-Finsler submersion
s : M ! eM from (M,L) to ( eM, L̃) is then said to be totally geodesic when its fibres are to-
tally geodesics as submanifolds of (M,L). Classically, a Riemannian submersion has totally
geodesic fibres if and only if the O’Neill tensor T vanishes, and equivalently the inclusion
map into (M,L) is isometric on each fibre. In the anisotropic case, a pseudo-Finsler sub-
mersion has totally geodesic fibres if and only if T v

v v = 0 for each vertical admissible v, or
equivalently T v

v w for each vertical admissible v and vertical w at p(v) (see Proposition 4 of
[51]).

Proposition 3.3.1. The composition of pseudo-Finsler submersions is a pseudo-Finsler sub-
mersion.

Proof. Consider three pseudo-Finsler manifolds (M1,L1), (M2,L2) and (M3,L3) and pseudo-
Finsler submersions s1 : M1 ! M2 and s2 : M2 ! M3 between them. Denote by g1 and
g2 the anisotropic metric tensors associated with the pseudo-Finsler metrics L1 and L2. By
hypothesis, every s1-horizontal v2 satisfies

L1(v1) = L2(ds1 · v1) , (3.90)

and every s2-horizontal v2 satisfies

L2(v2) = L3(ds2 · v2) .

In particular,
L1(v1) = L3(d(s2 �s1) · v1) (3.91)

provided ds1 · v1 is s2-horizontal in addition to v1 being s1-horizontal.

By definition, a vector v is s1-horizontal (respectively s2-horizontal) if and only if g1
v(v, ·)

(respectively g2
v(v, ·)) vanishes on the s1-vertical subspace (respectively the s2-vertical sub-

space). However, since kerds1 ⇢ kerd(s2 �s1), the s2 �s1-vertical subspace is contained
in the s1-vertical subspace. Therefore every s2 �s1-horizontal vector v is a s1-horizontal
vector and satisfies (3.90). By (3.7), such a v also satisfies for every e 2 Tp(v)M1

g1
v(v,e) = g2

ds1·v(ds1 · v,ds1 · e) .

By surjectivity, every s2-vertical vector can be written as ds1 · e for some e 2 Tp(v)M1, and
then necessarily d(s2 �s1) · e = 0 such that e would be s2 �s1-vertical and therefore also
s1-vertical. This would mean that g1

v(v,e), and therefore g2
ds1·v(ds1 · v,ds1 · e), are zero; in

other words ds1 · v is s2-horizontal. Consequently, v also satisfies (3.91).

Lemma 3.3.2. If the composition of pseudo-Finsler submersions has totally geodesic fibres,
then so does the last submersion of the composition.

Proof. Consider as before three pseudo-Finsler manifolds (M1,L1), (M2,L2) and (M3,L3)
and pseudo-Finsler submersions s1 : M1 ! M2 and s2 : M2 ! M3 between them. Let v2 be
an arbitrary s2-vertical vector with some s2-vertical extension V2 and denote by v1 and V1
their s1-horizontal lift. In particular, v1 and V1 are s2 �s1-vertical.

Let —v1 denote the covariant derivative along v1 using the Chern connection of (M1,L1) and
—v2 the covariant derivative along v1 using that of (M2,L2). By the dual Gauss formula for
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s1, (recalling that eQv
vv = 0 for v horizontal)

ds1 ·—v1
v1

V1 = —v2
v2

V2 ,

while by the Gauss formula for s2 �s1 (noting that, by our hypothesis that s2 �s1 has totally
geodesic fibres, the O’Neill tensor T of s2 �s1 vanishes when applied to v1 since it is s2 �s1-
vertical)

d(s2 �s1) ·—v1
v1

V1 = 0 .

Combining those two identities yields by the chain rule for differentials

ds2 ·—v2
v2

V2 = ds2 ·ds1 ·—v1
v1

V1 = d(s2 �s1) ·—v1
v1

V1 = 0 ,

such that —v2
v2

V2 is s2-vertical, such that the T tensor of s2 satisfies

T v2
v2

v2 = (—v2
v2

V2)
?
v2
= 0 ,

for our arbitrary choice of a s2-vertical vector v2. That is to say s2 has totally geodesic
fibres.

Let us return to our earlier notation of a pseudo-Finsler submersion s : M ! eM between
pseudo-Finsler manifolds (M,L) and ( eM, L̃). Assume both pseudo-Finsler metrics L and L̃
are defined on the slit tangent bundle and that the ambient manifold M has dimension n � 3.
Under these conditions, the Legendre map v 7! gv(v, ·) is bijective (see [44] and [45]).

For each piecewise smooth path g̃ of the base manifold joining end points p̃ and q̃, let Fg̃ be
the map between the fibres bM = s�1({ p̃}) and s�1({q̃}) defined as follows: for each p 2 bM,
let g be the horizontal lift of g̃ through p guaranteed to exist uniquely due to Lemma 3.1.7;
Fg̃(p) is the endpoint of g (opposite to the initial endpoint p).

g̃

g

M̂

p

p̃

s�1({q̃})

q

q̃

M̃

FIGURE 3.7: Visual representation of Fg̃ : p 7! q.
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Since horizontal lifts are determined by ordinary differential equations (whose solutions nec-
essarily depend smoothly on the initial values), the map Fg̃ is smooth. Furthermore, if g̃�1 is
the reverse parametrisation of g̃ from q̃ to p̃, then we may recognise Fg̃�1 and the functional
inverse of Fg̃ , and it is also smooth by the previous argument. Thus Fg̃ is a diffeomorphism.

Due to the special relationship of Lemma 3.1.31 between horizontal geodesics of the ambient
manifold and geodesics of the base manifold, we may prove under the right conditions that
Fg̃ is an isometry.

Definition 3.3.3. A pseudo-Finsler submersion is said to be horizontally regular when for
each vertical admissible vector v and projectable horizontal vector field X

(—v
vX>)>v = 0 .

Proposition 3.3.4. For horizontally regular Finsler submersions between complete Finsler
manifolds, Fg̃ is an isometry for each g̃ if and only if the submersion fibres are totally
geodesic.

Proof. Assume first that the fibres are totally geodesic. To show that Fg̃ is an isometry,
parametrise g̃ on [0,1] and consider a smooth admissible curve a0 of the initial fibre bM0 =
s�1({g̃(0)}) (whose tangent vector a0(t) is admissible for each t 2 [0,1]) and define

l : [0,1]⇥ [0,1] ! M
(s, t) 7! l (s, t)

such that s 7! l (s, t) is the horizontal lift of g̃ through a0(t). Denote by as the vertical curve
t 7! l (s, t) in the fibre bMs = s�1({g̃(s)}). Denote by bt the horizontal curve s 7! l (s, t)
through a0(t). Let Xs = ḃs to emphasise the fact that it consists, at each t 2 [0,1], of a
horizontal vector. Recalling the commutativity of covariant derivation of two-parameter maps
(see Proposition 3.2 of [37]), we have

(—ȧs
bt

ȧs)
>
ȧs
= (—ȧs

bt
Xs)

>
ȧs
= (—ȧs

bt
(Xs)

>)>ȧs
+T ȧs

ȧs
((Xs)

?
ȧs
) (3.92)

whose first term is zero by horizontal regularity of the submersion and whose second term
is zero by total geodesicity of its fibres. (Note that we have denoted by Dbs the formal co-
variant derivation along the curve bs, which can be defined explicitly as explained in (1.47).)
Therefore

gȧs(D
ȧs
bt

ȧs, ȧs) = 0 .

We may now check that a1 has the same length as a0 and prove that Fg̃ is indeed an isometry:
assuming that gȧs(ȧs, ȧs) is non-negative, and by the Leibniz integral rule, the variation

∂
∂ s

Z 1

0

q
gȧs(ȧs, ȧs)dt =

Z 1

0

∂
∂ s

q
gȧs(ȧs, ȧs)dt =

Z 1

0

∂
∂ s gȧs(ȧs, ȧs)p

gȧs(ȧs, ȧs)
dt

of the length of as is zero because of the vanishing integrand’s numerator

∂
∂ s gȧs(ȧs, ȧs) = 2gȧs(D

ȧs
bt

ȧs, ȧs)+2Cȧs(ȧs, ȧs,Dȧs
bt

ȧs) = 0

since we have shown that Dȧs
bt

ȧs is gȧs-horizontal and by property of the Cartan tensor. Con-
sequently, the image by Fg̃ of any vertical geodesic between two fixed points has the same
length. Some geodesic attains the minimal length in bM0 by completeness, its image must
have the same length in bM1, such that the distance between the end points of a1 must be at
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most the distance between those of a0. The same argument applied to Fg̃�1 shows that the
distance between the end points of a0 is at most the distance between those of a1, and must
therefore be equal.

Conversely, assume that the maps Fg̃ are always isometries. By the identity (3.92) computed
above and skew symmetry of the O’Neill tensor T

gȧs(D
ȧs
bt

ȧs, ȧs) = gȧs(T
ȧs

ȧs
Xs, ȧs) =�gȧs(Xs,T ȧs

ȧs
ȧs) ,

we have that if Z 1

0

∂
∂ s gȧs(ȧs, ȧs)p

gȧs(ȧs, ȧs)
dt = ∂

∂ s

Z 1

0

q
gȧs(ȧs, ȧs)dt = 0

then by the mean value theorem for some t0 2 [0,1]

gȧs(Xs,T ȧs
ȧs

ȧs)|t0 = ∂
∂ s gȧs(ȧs, ȧs)|t0 = 0 .

By the same argument, we obtain a sequence of values tn 2 [0, 1
2n ] converging to 0 for which

gȧs(Xs,T ȧs
ȧs

ȧs)|tn = 0

and therefore by continuity
gv(x,T v

v v) = 0

for the arbitrary (vertical) initial vector v = as(0) and the arbitrary gv-horizontal vector x =
Xs(0). Conclude by non-degeneracy.

Corollary 3.3.5. For a horizontally regular Finser submersion with totally geodesic fibres,
the flow of a projectable horizontal geodesic vector field gives rise to an isometry between
the fibres.

Proof. Consider on some neighbourhood a projectable vector field satisfying the geodesic
equation. Provided it is horizontal, each of the geodesic arcs described by its flow is the
horizontal lift of some geodesic arc g̃ described by the flow of its projection, which also
satisfies the geodesic equation by the dual Gauss formula; by construction Fg̃ is that hori-
zontal flow, which we have just whosn to be an isometry between the fibres in the previous
proposition.

Theorem 3.3.6. A Finsler submersion whose ambient manifold is connected and geodesi-
cally complete has a geodesically complete base. If it is horizontally regular and has totally
geodesic fibres, then it is the projection of a bundle associated with a principal fibre bundle
whose structure group is the Lie group of isometries of the fibre.

Proof. First recall that the isometries of a Finsler manifold form a Lie group (see [25] for
further details).

For completeness, observe that each geodesic arc is extended by the projection of the exten-
sion of its horizontal lift.

For the second part of the theorem, fix a point p̃ in the base manifold eM denote by F the
submersion fibre s�1({ p̃}) and by G the Lie group of isometries of F. Let Eq̃ be the set
of isometries from F to the submersion fibre s�1({q̃}) over q̃, and denote by E their union.



3.3. Application to submersions whose fibres are totally geodesic 89

Note how G acts diffeomorphically and freely on E as

G⇥E ! E
(g,e) 7! e�g .

Let us show that E is a funbre bundle over the base B = eM for the map µ : E ! B sending
each Eq̃ onto q̃, with structure group G, equipped with the differentiable structure obtained as
follows: for the choice of a point q̃i in each set of some covering of B by geodesically convex
sets Ui, and the choice of a (piecewise) smooth path g̃i joining p̃ to q̃i, there exists, at each
point q̃ and for each Ui that contains it, a unique geodesic arc g̃i,q̃ from q̃i to q̃. By the previous
proposition, both g̃i and g̃i,q̃ induce an isometry between the corresponding submersion fibres,
respectively Fg̃i and Fg̃i,q̃ . Let us define a local section ei on each Ui 3 q̃ as the unique isometry

ei(q̃) = Fg̃i,q̃ �Fg̃i 2 Eq̃ .

g̃i

F

p

p̃

s�1({q̃i})

Fg̃i (p)

q̃i

s�1({q̃})

q

q̃

Ui

FIGURE 3.8: Visual representation of ei(q̃) : p 7! q.

When Ui \U j 3 q̃, we can define the transition functions

gij(q̃) = e�1
j (q̃)� ei(q̃) 2 G

satisfying
ei(q̃) = e j(q̃)�gij(q̃)

and the cocycle condition
gik(q̃) = g jk(q̃)�gij(q̃)

with respect to the group action. By the fibre bundle construction theorem, E is a fibre bundle
over B for the map µ . Denote by E0 the quotient of E⇥F by the diffeomorphic action

G⇥E⇥F⇥E ! E⇥F
(g,(e, p)) 7! e� (e�g,g�1(p)) .
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By definition of the action, the map

E⇥F⇥E ! B
(e, p) 7! µ(e) .

is identically equal to q̃ on the whole equivalence class of (e, p) in E0, and induces a well-
defined projection µ 0 : E0 ! B, defining a fibre bundle associated with the principal fibre
bundle µ : E ! B.

Let us now show that the submersion coincides with this associated fibre bundle: indeed, the
action on E⇥F is free, by freedom of the action of G on E, and proper, because the action
of G on F is proper (recall that the isometries of a Finsler manifold is a closed subgroup of
the isometries of the Riemannian metric obtained by aferaging, see [28]). To conclude, the
evaluation map

f : E⇥F ! M
(e, p) 7! e(p)

induces a map f 0 on the quotient E0 which is a diffeomorphism and maps fibres of µ 0 to fibres
of the submersion s . To check that f 0 is surjective, observe that for e 2 E fixed f 0(e, ·) maps
F to a fibre of s diffeomorphically. Moreover, if f(e, p) = f(f,q), then e�1 � f 2 G such that
(e, p) and (f,q) belong to the same equivalence class in E0.
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[36] Jędrzej Śniatycki, Differential Geometry of Singular Spaces and Reduction of Symme-
try, Cambridge University Press (2013), p. 56.

DOI: 10.1017/CBO9781139136990

[37] Miguel Ángel Javaloyes and Miguel Sánchez, On the definition and examples of Finsler
metrics, Annali della Scuola normale superiore di Pisa, Classe di scienze 13 (2014),
p. 813-858.

DOI: 10.2422/2036-2145.201203-002



94 BIBLIOGRAPHY

[38] Miguel Ángel Javaloyes and Bruno Learth Soares, Geodesics and Jacobi Fields of
Pseudo-Finsler Manifolds, Publicationes Mathematicae 87, (2014).

DOI: 10.5486/PMD.2015.7028

[39] Miguel Ángel Javaloyes and Henrique Vitório, Zermelo Navigation in pseudo-Finsler
metrics, (2014).

DOI: 10.48550/arXiv.1412.0465

[40] Michael Ruzhansky and Mitsuru Sugimoto, On global inversion of homogeneous maps,
Bulletin of Mathematical Sciences 5 (2015), p. 13-18.

DOI: 10.1007/s13373-014-0059-1

[41] Amir Babak Aazami and Miguel Ángel Javaloyes, Penrose’s singularity theorem in a
Finsler spacetime, Classical and Quantum Gravity 33 (2015), 025003.

DOI: 10.1088/0264-9381/33/2/025003

[42] Marcos Alexandrino and Renato Bettiol, Lie groups and geometric aspects of isometric
actions, Springer (2015), p. 69-70.

[43] Dragos Hrimiuc, On pseudo-Finsler manifolds of scalar flag curvature, Journal of Ge-
ometry and Physics 98 (2015).

DOI: 10.1016/j.geomphys.2015.09.002

[44] Ettore Minguzzi, Light cones in Finsler spacetime, Communications in Mathematical
Physics 334, p. 1529-1551.

DOI: 10.1007/s00220-014-2215-6

[45] Michael Ruzhansky and Mitsuru Sugimoto, On global inversion of homogeneous maps,
Bulletin of Mathematical Sciences 5 (2015), p. 13 -18.

[46] Miguel Ángel Javaloyes, Anisotropic Tensor Calculus, International Journal of Geo-
metric Methods in Modern Physics 16, (2016) No. supp02.

DOI: 10.1142/S0219887819410019

[47] Carlos Duran and Henrique Vitorio, Moving planes, Jacobi curves and the dynamical
approach to Finsler geometry, European Journal of Mathematics 3 (2017).

DOI: 10.1007/s40879-017-0190-0

[48] Ricardo Gallego Torromé, Average structures associated to a Finsler space (2017).

DOI:10.48550/arXiv.math/0501058

[49] Claus Lämmerzahl and Volker Perlick, Finsler geometry as a model for relativistic
gravity, International Journal of Geometric Methods in Modern Physics 15, 1850166
(2018).

DOI: 10.1142/S0219887818501669

[50] Miguel Ángel Javaloyes, Curvature Computations in Finsler Geometry Using a Dis-
tinguished Class of Anisotropic Connections, Mediterranean Journal of Mathematics,
(2020).

DOI: 10.1007/s00009-020-01560-0



BIBLIOGRAPHY 95

[51] Matthieu Huber and Miguel Ángel Javaloyes, The Flag Curvature of a Submanifold
of a Randers-Minkowski Space in Terms of Zermelo Data, Results in Mathematics 77,
(2022) 124.

DOI: 10.1007/s00025-022-01661-0

[52] Matthieu Huber and Miguel Ángel Javaloyes, The fundamental equations of a pseudo-
Finsler submersion (preprint 2022).

DOI: 10.48550/arXiv.2208.04839


	Preliminary notions
	The tangent bundle
	Formal definition
	Einstein summation
	Manifold structure

	Pseudo-Finsler metrics
	Definition and properties
	Randers metrics and Zermelo data

	Anisotropic tensor calculus
	Anisotropic Linear connections
	The Chern connection
	Geodesics
	Curvature tensors


	Pseudo-Finsler submanifolds
	Preliminaries
	Second fundamental form
	Implications for pseudo-Finsler metrics
	The Gauss formula

	The Gauss and Codazzi equations
	Submanifold curvature tensors
	Deriving the equations

	Randers-Minkowski submanifolds
	Second fundamental form
	Intermediate identities
	Flag curvature
	Hypersurfaces in Randers-Minkowski spaces


	Pseudo-Finsler submersions
	Elementary identities
	Fundamental tensors
	O'Neill tensors
	Gauss formula and dual Gauss formula
	Alternation properties
	Geodesic properties

	O'Neill equations
	Preliminary simplifications for a unified fundamental equation
	Fundamental equations
	Flag curvature

	Application to submersions whose fibres are totally geodesic


